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1 MiCloud Business Engineering Guidelines
MiCloud Business Solution topologies comprise different Mitel Unified Communications reference designs to meet service provider 
and customer requirements, network connectivity requirements, and system Unified Communications scaling. The solutions cover 
scaling from a few users up to and beyond 10,000 users. Each user can be associated with multiple devices.

This section, which covers the engineering guidelines for MiCloud Business deployments is organized into the following topics:

Availability and Resiliency
Traffic and Scaling
External Connectivity
Network and Networking
Applications

The underlying computing resource infrastructure may affect the choice of reference architecture. The two main architecture types 
described in this guide are Multi-tenant applications and Virtual applications:

Multi-tenant applications are most suitable for deployment on large servers, affording higher performance and supporting 
larger pools of tenants. With multiple customers on a single platform, the ability to configure affinity rules and high availability 
are important to achieving higher reliability. These requirements tend to align with a bare metal or vCenter IaaS offer.
Virtual applications require optimization of the computing resources allocated to a single customer, and efficiency in the 
operational processes for turning up customers. These requirements tend to align with an IaaS offer at the orchestration 
layer that abstracts the underlying virtual machines.

The topologies include different virtualization technologies, and in many cases a mix of technologies, to take advantage of different 
features. The applications and call server platforms range from on-premise servers and appliances, through Mitel-optimized virtual 
call servers, to virtualized application packages running on VMware.
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2 Availability and Resiliency
This chapter discuss the availability and resiliency mechanisms as they relate to the various components, applications, and services 
that are used to build the overall UC solution.

This chapter is arranged in the following sections:

Mitel IP desk phones
MiVoice Business availability
Resiliency of applications
Networking and availability
VMware and service reliability
Determining system availability

System reliability, redundancy, and resiliency are all inter-related and they have a direct effect on the availability of services. A non-
redundant, non-resilient system provides users with a high level of availability; however, a higher level of service availability can be 
achieved with redundant and resilient design techniques.

Resilient systems provide higher levels of service availability than non-resilient systems by providing continued availability even when 
a system component fails.

For virtualized infrastructure, Mitel recommends deployment with VMware High Availability (HA) for improved resiliency, and VMware 
Distributed Resource Scheduler (DRS) to ensure optimal performance of the virtual machines. It is also important to set anti-affinity 
rules within the DRS configuration to ensure that primary and secondary elements are never allowed to run on the same physical 
host.

When access is restricted to VMware orchestration tools, there are typically three commercial offers from IaaS vendors, namely pay-
as-you-go, reservation model, and allocation model. The first two are what the name implies. The allocation model has CPU 
reservations at the resource pool level but not the VM level. The Mitel virtual application portfolio should be deployed with the 
reservation model. For details, both for anti-affinity rules and VMware orchestration tools, see the Virtual Appliance Deployment 
Solutions Guide.

Additional information about meeting availability requirements and designing networks for availability is explained in a suite of Mitel 
white papers. For details of this doc suite, see List of Telephone System Availability Documents on Mitel Connect. For details about 
MiVoice Business and IP telephone resiliency, see the MiVoice Business Resiliency Engineering Guidelines.

2.1 Mitel IP Desk Phones
Prior to deploying the UC solution, determined whether there are specific users and devices that require resilient operation.

If required, the MiVoice Business solution allows individual IP phones to be configured and licensed for resilient operation to meet the 
needs of users that require high availability telephony service.

The Administrator may choose to make all users and devices resilient, or only those required for critical services. The Administrator 
also must determine which MiVoice Business system each user and device will fail over to in the event that the primary MiVoice 
Business fails.

When a resilient IP phone is on an active call with another IP phone and its primary MiVoice Business system or the link between the 
phone and the MiVoice Business system fails, the phone operates in the following way:

The current phone call survives, provided the network media path remains operational.
The IP phone fails over to its secondary MiVoice Business system when the current phone call terminates.
When the primary MiVoice Business returns to service, the IP phone recovers to the primary MiVoice Business.

For information about planning for resilient operation, network design, and configuring users or resilient operation, see the MiVoice 
Business Engineering Guidelines and the MiVoice Business Resiliency Engineering Guidelines.
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2.1.1 MiVoice Business Console
The MiVoice Business Console is an IP console that supports resilient operation.

Like other resilient IP phones, if a resilient IP Console is hosting an active call stream when its primary MiVoice Business 
system or the link between the console and the MiVoice Business system fails, then the console experiences call resiliency; 
that is, the call survives.
The console does not fail over to its secondary MiVoice Business system until the call has ended and the console is in the idle 
state.
When the primary MiVoice Business returns to service, the IP Console recovers to the primary MiVoice Business.

For MiVoice Business Release 7.0+, when an IP console is connecting to the primary and the secondary MiVoice Business controllers/
servers through a MiVoice Border Gateway connection, if the MiVoice Border Gateway fails, the console does not failover to the 
secondary MiVoice Border Gateway.

However, if the communication link between the MiVoice Border Gateway and the primary MiVoice Business fails, or the primary 
MiVoice Business fails, the MiVoice Border Gateway fails over to the secondary MiVoice Business, which allows the IP console to 
communicate with the secondary MiVoice Business.

2.1.2 MiVoice 5540 IP Console
The MiVoice 5540 IP Console is an IP console that supports resilient operation. Like other resilient IP phones, if a resilient MiVoice 
5540 IP Console is hosting an active call stream when its primary MiVoice Business system or the link between the console and the 
MiVoice Business system fails, then the console experiences call resiliency, that is, the call survives.

The console does not fail over to its secondary MiVoice Business system until the call has ended and the console is in the idle state.

When the primary MiVoice Business returns to service, the IP Console recovers to the primary MiVoice Business.

The MiVoice 5540 IP Console supports Power over Ethernet (IEEE 802.3af) operation, which allows the console to be remotely 
powered from a PoE capable L2 switch. For enhanced availability, the L2 switch could be powered via a UPS.

2.2 MiVoice Business Availability
MiVoice Business availability and resiliency is discussed in the following topics:

MiVoice Business Hardware Platforms
MiVoice Business resiliency
MiVoice Business as survivable gateway

2.2.1 MiVoice Business Hardware Platforms
The MiVoice Business call control software may be installed on a number of different hardware platforms, including 3300 ICPs, 
Industry Standard Servers running Mitel Standard Linux (MSL), or Industry Standard Servers running VMware. For information beyond 
what is provided here, refer to the MiVoice Business product documentation.

2.2.1.1 Mitel 3300 ICP

The 3300 ICP platforms are Mitel proprietary hardware platforms used for running the MiVoice Business software. There are a 
number of 3300 ICP platforms available to meet different user scaling and analog/digital PSTN connectivity requirements. The 3300 
ICP can also provide the following functionality:

IP to PSTN gateway (analog and digital/PRI)
Analog and TDM phone connectivity
Voice mail
Music on Hold
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Ad-hoc conferencing
Basic call recording

2.2.1.2 Industry Standard Servers (ISS)

MiVoice Business can be installed on a number of Mitel-approved Industry Standard Servers (ISS). ISS platforms offer higher call 
processing performance and faster fault recovery times than the 3300 ICP platforms.

When compared to 3300 ICP platforms, ISS platforms can offer improved availability of hardware components that are typically 
known to exhibit lower levels of reliability. These include use of multiple power supplies, multiple hard disk drives with RAID 
configurations, RAM with parity and error correction mechanisms, and multiple redundant cooling fans.

For large service provider deployments, there are additional improvements that can be achieved through the use of chassis-based 
technologies rather than traditional “rack and stack” ISS platforms. Improvements include advanced integrated management, which 
provides advance warning of a pending failure, and hot swap capabilities for power supplies, fans, and hard drives, which allow a 
component change to be performed without taking the server out of service.

Chassis-based technologies may support some resilient networking and switching functions, and may include link aggregation 
capabilities, multiple redundant switching backplanes, and multiple external connections, which can simply the deployment of 
systems that must be resilient.

To determine whether a particular ISS is supported, refer to the Mitel Qualified Hardware List, available on Mitel Connect.

2.2.2 MiVoice Business Resiliency
While failures and outages in any complex system are unavoidable, the MiVoice Business call control resiliency solution provides the 
ability to preserve telephony service in the event that a MiVoice Business goes out of service or network connectivity to the MiVoice 
Business has failed. The MiVoice Business resiliency capability is available on all MiVoice Business hardware platforms.

For additional information related to resilient operation, see the MiVoice Business Engineering Guidelines, the MiVoice Business Resiliency 
Engineering Guidelines and the Virtual Appliance Deployment Solutions Guide, available on Mitel Connect.

2.2.2.1 Resilient operation description

Resilient call routing handles cases in which a phone is in service on its secondary MiVoice Business system or in transition between 
MiVoice Business systems. When configured in a resilient cluster, all MiVoice Business systems are aware of the primary and 
secondary systems associated with each IP phone, and are able to route calls to these phones when they are in service on either 
primary or secondary systems.

Call Survival

Call survival is the process of keeping active calls alive when a device involved in an active call loses contact with its MiVoice Business 
system. An IP phone does not have to be resilient to experience call survival because maintaining a previously established voice path 
between two IP phones is not dependent on the availability of the MiVoice Business system. When a call that was in survival mode has 
ended, a non-resilient device goes out of service because it cannot reach its MiVoice Business system, while a resilient device fails over 
to its secondary MiVoice Business system.

During a MiVoice Business system or network failure, both non-resilient and resilient devices (that are currently in talk state), 
experience call survival, but because they have lost the link to their MiVoice Business they cannot access phone features or dialing 
functionality.

Only calls in talk state are capable of call survival in a failure situation. Calls that are in the process of being set up or are in feature 
transition, for example, do not survive.
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Resilient Call Control features

While in service on a secondary MiVoice Business, an IP phone retains basic call service. Most call features are available while a phone 
is in service on a secondary system, some with possible behavior differences. For details refer to the MiVoice Business Resiliency 
Engineering Guidelines, specifically the chapter on feature resiliency.

2.2.3 MiVoice Business as Survivable Gateway
In some cases, the customer may require the ability to access the local PSTN from the customer premises if there has been a service 
interruption related to the WAN connectivity between the customer site and the data center. PSTN access may be also required for 
legacy business purposes and for emergency services. These requirements can be satisfied by deploying a 3300 ICP platform running 
MiVoice Business at the customer site. The 3300 ICP can provide trunking capabilities to connect to the local PSTN, and process 
incoming and outgoing calls.

For more information about using a 3300 ICP as a survivable gateway, see External Connectivity, the MiVoice Business product 
documentation, and the Mitel Survivability of Remote Branch Offices Solutions Guide.

2.2.3.1 MiVoice Business for Industry Standard Servers (ISS)

MiVoice Business for ISS offers the same resiliency capabilities as 3300 ICP. When compared to 3300 ICP platforms, however, ISS 
platforms offer improved availability of hardware components that are typically known to exhibit lower levels of reliability.

MiVoice Business for ISS works with SIP trunks and can handle multiple routes. This offers improved trunking availability compared to 
a 3300 ICP. For instance, if a 3300 ICP loses a physical trunk connection, it may result in the loss of an external trunk connection, but 
with MiVoice Business on ISS, SIP trunks can be routed to alternative paths.

2.2.3.2 MiVoice Business Multi-Instance

MiVoice Business Multi-Instance is a product that allows numerous instances of MiVoice Business to be run on a single ISS. The ISS 
has the same hardware availability characteristics as MiVoice Business on ISS. Each MiVoice Business instance on a MiVoice 
Business Multi-Instance supports the same resiliency capabilities as MiVoice Business.

When deploying a resilient MiVoice Business Multi-Instance solution, the IP sets are configured with a primary MiVoice Business 
running on one physical server, and a secondary MiVoice Business running on a different physical server.

While MiVoice Business Multi-Instance allows individual instances of MiVoice Business to be run, a tenanted model is not supported. 
This improves service availability since it is possible to reset a single instance of MiVoice Business without affecting the other MiVoice 
Business instances running on the same server platform.

The MiVoice Business Virtual offering is a version of the MiVoice Business software that is packaged in Open Virtualization Archive 
(OVA) format for deployment in a VMware environment.

MiVoice Business Virtual offers the same resiliency capabilities as MiVoice Business, specifically, primary node failure detection and 
automated fail-over to a secondary node. In addition to the resilient operation capabilities of MiVoice Business, VMware can 
offer additional resiliency capabilities. This is accomplished with VMware High Availability (HA), used with VMware vCloud Center for 
automated operation. VMware HA is a service that automatically detects a physical server failure or a virtual machine failure, and 
restarts virtual machines on alternative servers when a failure is detected. In the case of MiVoice Business Virtual, VMware HA detects 
a failure on the server hosting the MiVoice Business Virtual or the failure of the virtual machine running MiVoice Business. Upon host 
failure, VMware HA starts a new instance of the MiVoice Business Virtual on an alternate server host. Upon failure of a virtual 
machine, VMware HA starts a new instance of MiVoice Business Virtual.

When combined, the resiliency capabilities of MiVoice Business Virtual and VMware HA capabilities provide a solution that offers very 
high service availability. For example, should the server that is hosting the primary MiVoice Business Virtual experience a failure, the 
phones fail over to the secondary MiVoice Business Virtual and service is maintained. Meanwhile, HA has also detected that the 
primary MiVoice Business Virtual has failed, and it starts the primary
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MiVoice Business Virtual on an operational server. After the primary MiVoice Business Virtual is back in service, the phones recover 
(return) to the primary MiVoice Business Virtual. Without HA, the system would have been operating in a non-resilient mode until 
action was taken to repair the primary MiVoice Business Virtual and restore it to service.

The major benefit provided by VMware HA is that it reduces the recovery time of a failed unit, and automates the recovery process. 
This greatly reduces the Mean Time To Recovery, which would normally involve a technician call-out and possible travel time charges. 

Certain policies must be adhered to when using the resiliency capabilities of MiVoice Business Virtual. For instance, anti-affinity rules 
should be established to ensure that the primary MiVoice Business Virtual and secondary MiVoice Business Virtual are never deployed 
on the same physical host server in a VMware cluster.

For more information, see the MiVoice Business Resiliency Engineering Guidelines. Information about deploying the Mitel virtual 
appliances, including MiVoice Business, is available in the Virtual Appliance Deployment Solutions Guide.

2.3 Resiliency of Applications
This section discusses the resiliency capabilities of the various applications available in the Unified Communications solution. For 
additional information, refer to the specific product documentation.

MiCollab Unified Messaging voice mail
MiCollab
Mitel Open Integration Gateway
MiVoice Business Express
MiContact Center Business
MiVoice Call Recording
MiCloud Business Analytics
MiVoice Border Gateway
MiCloud Management Gateway
Vidyo

For information about deploying on VMware, see VMware and service reliability and the Virtual Appliance Deployment Solutions Guide.

2.3.1 MiCollab
MiCollab is a comprehensive, integrated solution that unifies business communications applications. MiCollab supports any 
combination of the following applications:

MiCollab Unified Messaging
MiCollab Client Service
MiCollab Audio, Web, and Video Conferencing
MiVoice Border Gateway

MiCollab is available on the following hardware platforms:

Industry Standard Server (non-resilient)
Virtual Appliance (resilient capable)

Higher service availability is supported when MiCollab is deployed as a virtual appliance in VMware vSphere. This product offering is 
called MiCollab Virtual.

For information about deploying on VMware, see VMware and service reliability and the Virtual Appliance Deployment Solutions 
Guide.

2.3.1.1 MiCollab Client Multi-Tenant

MiCollab Client Multi-Tenant is a product that combines the call control capabilities of Mitel communications platforms with contact 
management, dynamic status, and presence information to simplify and enhance communications. MiCollab Client Multi-Tenant is 
available as a component of MiCollab.

https://productdocuments.mitel.com/legacypdf/Business%20Phone%20Systems/Cloud/MiCloud%20Business/4.0/en/Virtual%20Appliance%20Deployment%20Solutions%20Guide.pdf?_ga=2.228698527.2083850514.1554791447-681214252.1514547606
https://productdocuments.mitel.com/legacypdf/Business%20Phone%20Systems/Cloud/MiCloud%20Business/4.0/en/Virtual%20Appliance%20Deployment%20Solutions%20Guide.pdf?_ga=2.228698527.2083850514.1554791447-681214252.1514547606
https://productdocuments.mitel.com/legacypdf/Business%20Phone%20Systems/Cloud/MiCloud%20Business/4.0/en/Virtual%20Appliance%20Deployment%20Solutions%20Guide.pdf?_ga=2.228698527.2083850514.1554791447-681214252.1514547606
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If a PC soft phone is deployed on a desktop or workstation, it can connect to the MiCollab Client Multi-Tenant server directly via the 
LAN. If, however, the PC soft phone is installed on a laptop or a tablet that may go outside of the range of the business network (Wi-Fi 
or LAN), then the PC soft phone should always register via the MiVoice Border Gateway, even when on the local network. Registering 
with the MiVoice Border Gateway allows for hand-over when switching between business and external networks. This improves 
network connectivity and availability.

The mobile soft phone should always connect to the external MiVoice Border Gateway, even if it uses the internal business network to 
reach the business Internet gateway.

2.3.1.2 MiCollab Client Multi-tenant Service availability

The MiCollab Client Multi-tenant server must be operational for MiCollab Clients to be able to place calls. The MiCollab Client Multi-
tenant server is not resilient, which means that if the MiCollab Client Multi-Tenant server fails, then any device that connects to the 
MiCollab Client Multi-Tenant server, such as mobile phones and PC Softphones, lose telephony connectivity.

MiCollab for Mobile, the new mobile soft phone is designed for improved resiliency.

In the case of MiVoice Business server failure, the MiCollab server connection to MiVoice Business fails over to the secondary 
MiVoice Business, and recovers when the primary is back in service. Mobile clients are supported on the secondary controller 
until the primary recovers.
In the case of MiVoice Border Gateway server failure in one or more clustered MiVoice Border Gateways, the MiCollab for 
Mobile client registers with an alternate MiVoice Border Gateway in the cluster. This resiliency is achieved using DNS Service 
(SRV) records; the FQDN is mapped to multiple host names. For further information about configuring the DNS record, 
MiCollab Client, and MiVoice Border Gateway, see the appropriate MiCloud Business Deployment Guide (Multi-Instance or 
Virtual) and the MiCollab Client for Mobile Resiliency Guide.

For the MiCollab UC Client, the legacy mobile soft phone, users who require higher levels of availability should deploy both a mobile 
soft phone and EHDA on the smart phone device. The users should be deployed with EHDU in the UCC profile. This provides a 
secondary and alternative carrier connection back to the system, and allows mobility outside the office across different networks. 
MiVoice Business resiliency is supported using VMware High Availability (HA) functionality when the MiCollab virtual application is 
deployed on VMware. The MiCollab UC-Client does not support resilient behavior for MiVoice Border Gateway failure.

2.3.1.3 MiCollab Audio, Web, and Video Conferencing

MiCollab Audio, Web, and Video Conferencing is a comprehensive audio conferencing and web collaboration application that 
improves collaboration and information sharing among employees and with customers, partners, and suppliers. MiCollab Audio, Web, 
and Video Conferencing is available as a core component of MiCollab. MiCollab Audio, Web, and Video Conferencing provides no 
native application resiliency; it relies on MiCollab service availability.

2.3.1.4 MiVoice Border Gateway

MiCollab includes MiVoice Border Gateway within the application suite. For UC solutions, the MiVoice Border Gateway inside MiCollab 
is configured as the master instance of the MiVoice Border Gateway cluster. In the case of MiCollab failure, the remaining units in the 
MiVoice Border Gateway cluster continue to function while the master MiVoice Border Gateway recovers.

See MiVoice Border Gateway for a detailed description.

2.3.2 MiCollab UM Voice Mail
The MiCollab Unified Messaging is an e-mail application feature of MiCollab. MiCollab Unified Messaging offers users the ability to 
manage their voice mail, e-mail, and fax messages from their PCs or telephones. MiCollab Unified Messaging also allows inbound 
callers quickly find the person they need to talk with using a speech-enabled auto attendant and call routing functionality.
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Like an IP set, the MiCollab Unified Messaging application supports MiVoice Business resilient operation. Specifically, the MiCollab 
Unified Messaging system has the ability to fail over to a secondary MiVoice Business when the primary MiVoice Business is non-
operational or unreachable, and then to recover to the primary MiVoice Business when it returns to service.

The MiCollab Unified Messaging application does not natively support resiliency of the application itself. When higher levels of service 
availability are required:

The use of MiCollab Virtual should be considered because MiCollab Virtual can take advantage of the additional resiliency 
capabilities provided by the VMware High Availability (HA) feature.
MiCollab Unified Messaging storage should be located on a different server than the MiCollab server. Typically, storage is 
located in a SAN, and access to the SAN will use redundant connections.

For information about resiliency, programming for resilient operation, and SAN technology, see the following documents.

MiCollab Unified Messaging Technician’s Handbook
MiVoice Business Resiliency Engineering Guidelines
MiVoice Business System Administration Tool Help
Virtual Appliance Deployment Solutions Guide

2.3.3 Mitel OIG
Mitel Open Integration Gateway (OIG) is a software solution that executes on an industry standard server. Mitel Open Integration 
Gateway offers web services to applications, and integrates with web-based services such as Google and Salesforce. For detailed 
information about services, and how an application communicates with Mitel OIG, see the Mitel  OIG developer guides.

Mitel OIG does not have a resiliency mechanism that employs a primary and secondary Mitel OIG sever; however, Mitel OIG does 
support inter-operation with MiVoice Business systems that are configured for resilient operation. For instance, if a Mitel Open 
Integration Gateway system is configured to operate with a resilient pair of MiVoice Business systems, and the primary MiVoice 
Business fails or becomes unreachable, the IP phones that were homed to the primary MiVoice Business fail over to the secondary 
MiVoice Business, and Mitel OIG now provides services to the IP phones via the secondary MiVoice Business.

If Mitel OIG application resiliency is required, consider using Mitel OIG Virtual on VMware, and using the VMware High Availability (HA) 
feature.

2.3.4 MiVoice Business Express
MiVoice Business Express provides a complete communications solution for small to medium size businesses. MiVoice Business 
Express runs as virtual appliance on a VMware vSphere infrastructure. One level of resiliency can be provided using the VMware High 
Availability feature.

MiVoice Business Express 7.1+ supports MiVoice Business resiliency when clustering the internal MiVoice Business with an external 
MiVoice Business controller.

The MiVoice Business Express contains the following components:

MiVoice Business
MiCollab: provides the following applications:
MiCollab Unified Messaging
MiCollab Client Service
MiCollab Audio, Web, and Video Conferencing
MiVoice Border Gateway

For information about deploying on VMware, see VMware and service reliability and the Virtual Appliance Deployment Solutions 
Guide.

https://productdocuments.mitel.com/legacypdf/Business%20Phone%20Systems/Cloud/MiCloud%20Business/4.0/en/Virtual%20Appliance%20Deployment%20Solutions%20Guide.pdf?_ga=2.228698527.2083850514.1554791447-681214252.1514547606
https://productdocuments.mitel.com/legacypdf/Business%20Phone%20Systems/Cloud/MiCloud%20Business/4.0/en/Virtual%20Appliance%20Deployment%20Solutions%20Guide.pdf?_ga=2.228698527.2083850514.1554791447-681214252.1514547606
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2.3.5 MiContact Center Business
The MiContact Center Business application, with the exception of IVR, does not support resilient operation. MiContact Center Business 
can use the VMware High Availability capability to provide cold standby. In addition, MiContact Center Business Release 8.0+ provides 
internal monitoring for key routines and enables broader and faster auto-recovery to increase application robustness and availability.

Resilient Contact Center IVR operation is available using multiple IVR servers. MiContact Center Business Enterprise server may host 
one of the IVR instances or multiple remote IVR servers may be deployed. Each instance is configured with active and redundant 
ports. In the case of one of IVR server being out of service, the redundant ports carry the full traffic load. 

The IVR servers use a local data cache with a mirror of the Enterprise Server configuration to continue routing calls if the MiContact 
Center Business server is unavailable.

MiContact Center Business supports MiVoice Business resiliency. In the case of MiVoice Business service interruption, the IVR routing 
instance fails over to the secondary MiVoice Business and continues routing calls through the secondary controller.

2.3.6 MiVoice Call Recording
The MiVoice Call Recording application does not support resilient operation. MiVoice Call Recording can use the VMware High 
Availability feature to provide cold standby.

MiVoice Call Recording does support MiVoice Business resiliency and MiVoice Border Gateway-SRC resiliency. In the case of MiVoice 
Business service interruption, audio for active calls continues to be recorded, although without the associated MiTAI events, so there 
will be incomplete meta-data.

In the case of MiVoice Border Gateway-SRC service interruption, audio of active calls is terminated. Subsequent calls progress on the 
resilient MiVoice Business and/or MiVoice Border Gateway-SRC.

2.3.7 MiCloud Business Analytics
Mitel Business Analytics is a cloud-based service. The underlying servers support resilient operation.

The Delivery Controller may be deployed with 1:1 redundancy. However, in most cases, this is not cost justified. In the case of WAN 
failure, the Delivery Controller buffers SMDR preprocessed records. If the buffer fills, the Delivery Controller shuts down the TCP 
streaming, triggering the MiVoice Business to buffer SMDR records. In the case of Delivery Controller failure, the MiVoice Business 
buffers the SMDR records. If Mitel Business Analytics fails to receive SMDR information, an alarm is triggered.

The Delivery Controller supports MiVoice Business resiliency. The Delivery Controller is configured with both the primary and 
secondary MiVoice Business addresses. If the primary MiVoice Business is out of service, the secondary MiVoice Business controller 
streams SMDR records. When the primary recovers, the primary controller resumes streaming SMDR records.

2.3.8 MiVoice Border Gateway
MiVoice Business Gateway is available in several variants:

Standalone, on Industry Standard Server or VMware infrastructure
With MiCollab
With MiVoice Business Express

The MiVoice Border Gateway ensures the deployment of secure internal and external work spaces, enabling remote workers, road 
warriors, and day-extenders seamless access to the voice and data capabilities of the office, wherever they are.

MiVoice Border Gateways can be clustered for license sharing and load balancing for devices that support the MiNet protocol. For SIP 
device connectivity and SIP-Trunk connectivity Border Gateways are typically clustered as primary/secondary pairs.
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Supported MiNet sets can hold IP addresses for two MiVoice Border Gateways. If a set loses its connection to the MiVoice Border 
Gateway and it cannot re-establish the connection, it tries the second IP address on its list. When MiNet sets are configured for 
persistent resiliency lists, the resiliency list is retained through a power cycle.

If MiVoice Border Gateway high availability service is required, the MiVoice Border Gateway Virtual offering should be considered.

The VMware High Availability (HA) solution is used to provide application-level resiliency. VMware HA is the recommended 
deployment mode when used with UC to provide a common IP address that the UC clients can register with. For more information, 
see the MiVoice Border Gateway product documentation.

MiCollab includes MiVoice Border Gateway within the application suite. For UC solutions, the MiVoice Border Gateway inside MiCollab 
is configured as the master instance of the MiVoice Border Gateway cluster. In the case of MiCollab failure, the remaining units in the 
MiVoice Border Gateway cluster continue to function while the master MiVoice Border Gateway recovers.

2.3.9 MiCloud Management Gateway
MiCloud Management Gateway does not support resilient operation, but as a virtual appliance, it supports the VMware High 
Availability feature.

2.3.10 Vidyo
Vidyo provides a cloud-based service. The underlying servers support hot standby resiliency.

2.4 Networking and Availability
Network connectivity between the customer premise and the data center, and within the customer premise, is often the weakest link 
in a UC deployment. Secondary connections and dual routers should be considered for deployments that are sensitive to service 
outage time.

Service Level Agreements (SLA) should be considered when signing with a carrier, because the network link from the customer 
premise to the data center is critical to the business. Such links are not easily achieved over the Internet, so the carrier should be 
selected with care, and it should line up with connectivity from the hosted data center.

There are many factors related to network design that must be planned to ensure that the UC solution components can reliably 
communicate with each other in the event that a network-related failure occurs. This section discusses these factors in the following 
sections:

Trunking considerations
WAN and OTT considerations
LAN considerations

2.4.1 Trunking Considerations
IP Trunks are used to connect multiple MiVoice Business controllers together. SIP trunks may be used to connect the customer 
premises to the data center, and to a service provider who, in turn, passes connections on to the PSTN. TDM trunks may be used to 
connect MiVoice Business controllers to the PSTN, or to connect multiple MiVoice Business controllers together.

2.4.1.1 IP trunking, ARS, and Hunt Groups

A well-designed IP network is partially meshed, meaning that there is always more than one IP path between IP networking devices. 
An IP network that offers multiple connection paths is inherently resilient.

When MiVoice Business controllers are introduced into a partially-meshed IP network, IP trunks in the network are resilient at the 
physical level. Additional trunk resiliency can be provided by using TDM trunks. Use ARS and secondary routing to configure 
alternative paths through the network to minimize a single point of connection failure.
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2.4.1.2 SIP Trunking

Service providers offer SIP trunks that provide flexible and cost-effective solutions for connecting the customer premises to the data 
center. SIP trunking can be used to connect the customer premises to multiple service providers, and the SIP trunking solution can be 
used to provide trunking resiliency.

For SIP Trunks, a gateway unit or Session Border Controller (SBC) function is required to isolate the customer network from the carrier 
network. The MiVoice Border Gateway provides this gateway functionality, along with a number of SIP SBC functions. The MiVoice 
Border Gateways can be deployed in pairs for redundant operation.

Primary and secondary SIP trunk registration with primary and secondary SBCs can be used to a common service provider to provide 
100% fail-over in the event of a lost SIP trunking gateway or connection.

2.4.1.3 TDM Trunking

In non-IP networks, it is standard practice to use alternate TDM trunk routes to provide trunk resiliency. This practice remains valid in 
IP/TDM-based networks, and the level of network resiliency increases if these TDM paths are employed as back-up paths for IP trunks.

2.4.2 WAN and OTT considerations
Compared to all of the other components that comprise the UC solution, the external network connections are typically more likely to 
fail. Keeping this in mind, the availability of all WAN links and Over-the-Top (OTT) connections must be taken into account.

The availability of WAN connections can be improved by:

Choosing a service level agreement (SLA) that meets the availability requirements.
Using dual WAN connections to provide WAN redundancy.
Using routers to implement WAN connections so that routing protocols such as HSRP or VRRP can be employed to detect 
faults and switch to alternate paths.
When using dual connections, ensuring that the cabling for the two connections is not sharing the same physical route to 
eliminate the risk of both links being accidentally severed at the same time.
When using dual connections, use two different carriers in two different geographic locations, for carrier resiliency.
Consider using an Over-the-Top connection as a back-up to the WAN connections

For high service availability, consider the installation of additional network connections at the customer premises. For some network 
deployments, those that do not employ OTT connections, the addition of a survivable gateway may be an alternative option.

2.4.2.1 Remote site survivability

There are varying degrees of functionality that might be required at a customer premise or at a remote if the connection to the data 
center fails. Some customer sites may require that certain applications or functions be fully operational, even if the communication 
path to the head office fails, If this is the case, consider:

Physically locating application infrastructure and application servers at the customer site so that these applications can 
operate independently of the data center, (DHCP server, for example).
Locating a 3300 ICP on site to serve as a survivable PSTN gateway.
Providing local connectivity to external networks such as the PSTN and the Internet, so that these networks can be accessed 
independently from the customer premise location.
Consider providing back-up power to critical pieces of equipment at the customer premise. 

Direct connections to the PSTN network can be realized with 3300 ICP platforms. The preferred 3300 ICP platforms are:

MXe III
CX II
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As a minimum, even in cases where remote site survivability is not a requirement, ensure that support for emergency calls is provided 
using local connections to the PSTN.

For more information, see Emergency Location (E911) and the Survivability of Remote Branch Offices Solutions Guide.

2.4.3 LAN Considerations
If a high availability UC solution is required, it is critical that the LAN be designed to be resilient. LAN resiliency ensures that traffic can 
be redirected to the desired destination if a networking switch or router fails. The LAN must also be designed for sufficient available 
bandwidth, even during network equipment failures.

Quality of Service (QoS) mechanisms must be employed when designing the network so that different types of traffic are treated with 
the appropriate priorities across the network. 

For additional information related to network design for high availability, see the following resources:

Mitel White Paper: Network Design for Availability
MiVoice Business Engineering Guidelines
MiVoice Business Resiliency Engineering Guidelines

2.4.3.1 LAN architecture

There are a number of LAN topologies that may be employed when designing a LAN; however, it is highly recommended that the LAN 
be based on a hierarchical design.

Hierarchical networks are typically designed with three layers; core, distribution, and access layers.

The core equipment is located in a server room or data center room. The core connects distribution groups to each other, and 
provides connectivity to servers and gateways.
The distribution layer equipment is located in wiring/telecommunications closets, and connects to the core and access layer 
equipment through high-speed links.
The access layer is located either in the wiring closets or physically close to the work groups that require connectivity. The 
access layer connects end-user devices to the distribution layer.

NOTE: Connections from the access layer to the customer or end-point are not redundant. However, in critical situations, such as an 
emergency call center, it is possible agents may have dual phones and dual connections to different physical access layer switches.

Hierarchical networks allow similar users and their resources to be grouped together into specific work groups. This allows:

A work group's traffic to be contained in a local area and to be connected to a common Layer 2 network.
Resources dedicated to a particular work group, such as printers, to be connected to the Layer 2 access switch for the work 
group.
Containment of work group traffic and resources to each work group. This allows key work groups to be provisioned with a 
higher level of availability than other, less critical, work groups. This strategy provides cost savings where higher availability is 
not required.

Hierarchical network designs easily overlay onto structured building wiring plants. This allows for:

Less costly installations due to minimal re-wiring requirements.
Easier moves, adds, and changes, and more efficient network maintenance.
Easier scalability, when it is necessary to expand the call center size.
Faster troubleshooting of network faults.
Prevention of wide-spread network disruptions when a network fault occurs, by containing the disruption to a localized area.

In some cases. the UC solution may have different availability requirements at different levels in the network hierarchy. A hierarchical 
network allows the network designer to tailor the level of availability to meet these different requirements.

http://edocs.mitel.com/TechDocs/Solutions-Guides/Survivability-branch%20offices.pdf


MiCloud Business Engineering Guidelines

 17

•
•
•
•
•
•
•
•

•

•
•
•
•
•

•

2.4.3.2 Redundancy mechanisms in LANs

Some specific examples of redundancy mechanisms that can be used when designing a high availability contact center LAN are:

Use of Layer 2 and Layer 3 networking equipment that supports full redundancy.
Duplication of Layer 2 switches and Layer 3 networking devices throughout the LAN.
Duplication of transmission paths using partial mesh networking to support redundant communication paths.
Use of Layer 2 protocols that enable the use of duplicate network paths as back-up paths, specifically; STP, RSTP, and MSTP.
Use of two DHCP servers
Duplication of storage devices; SAN, NAS, and RAID arrays, for example.
Use of resilient topologies (implies hierarchical network design)
Use of Layer 3 protocols that enable the use of duplicate network paths as back-up paths; specifically, OSPF, VRRP, or Cisco 
HSRP.
Multiple NICs on servers, and use of LACP (IEEE 802.3ad).

Ideally, a network that has been designed for high availability does not contain any single points of failure, and when a failure is 
encountered, the network re-establishes functionality as quickly as possible.

2.4.3.3 Network power provisioning

The critical elements of the UC solution should retain power in the event that the mains power feed fails. This can be achieved 
through an alternative power source such as a secondary mains supply, local UPS, or local generator.

Primary network devices (MiVoice Business controllers, Layer 2 switches, and servers) should be powered from different branch 
circuits than the circuits used for powering the secondary network devices.

Critical phones should also be provided with back-up power. If the phones are powered locally, then this is required at each phone. It 
might be prudent, therefore, to use a Layer 2 switch that has Power over Ethernet (PoE) capabilities. The PoE capable Layer 2 switch 
could then be powered with a common back-up power mechanism such as a UPS, for use in a power outage.

For additional information related to PoE planning, IP phone power provisioning, and network power provisioning, see the following 
documents:

MiVoice Business Engineering Guidelines
MiVoice Business System Engineering Tool (SET) - This tool has an embedded IP phone power calculator.
Mitel Data Sheets for 3300 platforms and associated hardware
Mitel 3300 ICP Hardware Technical Reference Manual
Manufacturer’s data sheets for third-party servers, Layer 2 switches and routers

2.5 VMware and Service Reliability
VMware offers an extensive suite of software solutions that allow customers to create a virtual IT infrastructure. Mitel virtual products 
are intended to run on the VMware virtual infrastructure and leverage the capabilities that VMware provides. These include the ability 
to provide application-level resiliency for customers that require high service availability.

VMware High Availability (HA) and VMware Site Recovery Manager (SRM) are two VMware features that are designed to increase the 
availability of systems running in a VMware environment. If a Mitel virtual application has no native resiliency capabilities, VMware HA 
and SRM may be used to provide a higher level of system availability. 

For those Mitel applications that offer native resiliency capabilities, VMware HA and SRM work with the application's resiliency 
capabilities to further increase system availability. VMware High Availability is a failover protection mechanism that is used to recover 
a virtualized application during hardware or operating system failures. With VMware HA, the servers are geographically co-located; 
switching time between servers is approximately 15 minutes.

VMware HA provides the following capabilities:

HA detects operating system and hardware failures
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• HA restarts the virtualized application on another physical server in the resource pool without manual intervention when a 
server failure or operating system failure is detected.

When deploying applications with VMware HA, the application must be configured to use a Storage Area Network (SAN) storage, 
rather than local hard disks on the host. That way, if a host fails, the virtual machine (VM) can be started on another host and attached 
to the same virtual hard disk.

VMware SRM (Site Recovery Manager) offers customers a disaster recovery mechanism that can also be used for planned migrations. 
SRM can manage failover from a production data center to a disaster recovery site based in a geographically different location. When 
used to perform a complete data center recovery, SRM can provide RPOs (Recovery Point Objectives) of several hours to several days.

For information about deploying in a VMware environment, see the Virtual Appliance Deployment Solutions Guide.

NOTE:  To deploy the Site Recovery Manager capability with Mitel virtual applications, Mitel Professional Services must be purchased. 
Request a quotation for SRM support from Services Solutions at the following URL:
 http://domino1.mitel.com/mol/servsol.nsf/ServSolApp?OpenForm
You must be logged in to Mitel Connect to use this request form.

For more information about VMware and its products, visit the VMware web site.

2.6 Determining System Availability
It is common practice in the telecommunications industry to refer to the reliability level of a product, or a system, as 5-9s or 5 x 9. 
What is actually being referred to is the availability of a service expressed as a percentage for a particular product or system. When a 
product has an availability of 5-9s it is available 99.999% of the time.

Determining the availability of a particular UC solution is a complicated task. Hardware products such as a server can achieve better 
than 5-9s of availability. But it is important to remember that the overall system availability is defined by the weakest link in the 
chain. When determining overall system availability, Mitel uses a seven-layer business continuity model. This business continuity 
model takes into account all of the factors that could have an influence on system availability.

The seven layer business continuity model is shown in the table.

LAYER NAME DESCRIPTION
Server hardware The server hardware forms the foundation of the business continuity model.
Server software This is software that runs on the server hardware (e.g., the operating system, call 

control software, application software). It can have a major impact on system 
availability.

Data network The data network includes the data networking hardware and related protocols (e.g., 
Layer 2 switches, routers, networking protocols). Overall system availability is 
dependent on the data network availability.

Power distribution This fundamental requirement needs to be taken into consideration so that if required, 
equipment can continue to be powered even under fault conditions (e.g., 
uninterruptible power systems, generators).

Geography System availability can be enhanced when the network design takes geographical 
distribution of equipment and personnel into account, particularly when the business 
is dispersed across multiple locations and / or cities.

Process Company processes related to maintenance and repair need to be considered, since 
these processes can have a direct effect on availability.

People The availability of maintenance and repair personnel and their impact on system 
availability needs to be considered; that is, whether or not repair and maintenance 
personnel are located on site or off-site.

http://domino1.mitel.com/mol/servsol.nsf/ServSolApp?OpenForm
http://domino1.mitel.com/mol/servsol.nsf/ServSolApp?OpenForm
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Mitel white papers describing telephone system availability are available on Mitel OnLine under the topic Business Continuity. These 
white papers outline the steps that must be taken to determine the availability of a particular UC solution. Performing such an 
availability analysis is beyond the scope of this document, and it is recommended that Mitel Professional Services be contracted to 
assist with an availability analysis.
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3 Traffic and Scaling
This chapter discusses scaling topics and traffic topics in the following sections:

Scaling by Architecture
Traffic and Scaling Considerations

3.1 Scaling by Architecture
Multi-Instance architectures have significant advantages when operational and infrastructure costs are spread across multiple 
tenants. Mitel multi-tenant applications are designed to support multiple tenants within the maximum total user capacity of the 
platform. As such, the reference architectures are designed with maximum capacity platforms and is most cost- effectively deployed 
for smaller customers.

Virtual architectures have advantages when platforms are sized according to customer loads. The reference architectures are 
designed to address mid-to-large customers. Platform variations within the architecture allow scaling to various target markets, with 
the variants SMB and SMB-LD architectures designed for small to mid-size customers, and Scalable designed for very large enterprise 
customers. 
Scaling considerations differ by architecture, as described in the following sections:

Small Business Architecture Scaling
Small Medium Business Scaling
Small Medium Business - Low Density Scaling
Medium Large Business Scaling

3.1.1 Small Business Architecture Scaling
In the SB architecture, most of the dependencies are related to scale, and therefore need to be considered by the service provider 
deployment, rather than at the end-customer.

Scaling the UC solution is primarily dependent on the number of users and instances that can be handled by the MiCollab server. The 
number of tenanted MiCollab Client Service instances, the number of associated MiVoice Business controllers, and the number of 
users are the primary factors for determining the tenanted MiCollab Client Multi-Tenant server scaling requirements for the SB 
architecture.

The MiCollab Client Service, MiVoice Border Gateway, and MiVoice Business are the main items that interact for scaling the solution. 

The scaling for the SB architecture is based on the consolidation of end-user requirements against common resources within the 
service provider space. Consolidation reduces the number of required resources, as compared to allocating resources on a per 
customer basis. Some examples of service provider consolidation improvement include reduction of trunks and voice mail storage, 
compared to providing these on an individual end-user basis. 

Additional scaling factors that apply to all installations, including UC and non-UC-based users, include:

Scaling for SIP trunks and gateways
Scaling for end-user phones and gateways
Scaling of call control instances and associated media services and storage

MiCloud Multi Tenant scaling by product

PRODUCT TYPICAL SIZE 
RANGE

MAX CAPACITY ON ONE 
INSTANCE

MAXIMUM DENSITY

MiVoice Business Multi 
Instance

50-100 users 5000 users 250 instances on one server

MiCollab Multi Tenant 50-100 users 12,500 users
25,000 devices

Max 250 tenants
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PRODUCT TYPICAL SIZE 
RANGE

MAX CAPACITY ON ONE 
INSTANCE

MAXIMUM DENSITY

MiContact Center 
Business Multi-tenant

10-15 agents 2 MiVoice Business 
controllers paired for 
resiliency
10 active concurrent 
agents
225 calls in the busy 
hour
500 agents maximum

50 tenants, with a max of 25 tenants on the Enterprise 
Server and 25 tenants across all Remote Server 
instances
500 active concurrent agents
11250 calls in the busy hour

Each application has limits on how many other applications it can interface to, as shown in the table below. The table should be read 
as "Row header" interfaces "N column headers". 

Application connection limits

MIVOICE 
BUSINESS

MIVOICE 
BUSINESS 
CLUSTER

MICOLLAB MIVOICE 
BORDER 
GATEWAY

OPEN INTEGRAT
ION GATEWAY

MICONTACT 
CENTER 
BUSINESS

EXTERNAL APP

MIVOICE 
BUSINESS

999 1 1 100's 6 1 N/A

MIVOICE 
BUSINESS 
CLUSTER

0 1 100's

MICOLLAB 1 0 multiple N/A N/A

MIVOICE 
BORDER 
GATEWAY

multiple multiple 1 6 1

OPEN 
INTEGRATION 
GATEWAY

250 1 0 1500

MICONTACT 
CENTER 
BUSINESS

25 multiple

EXTERNAL 
APPLICATION

unlimited

3.1.1.1 Scaling considerations for voice-only deployment (without EHDU)

The SB architecture is a voice-only deployment. The phones are limited to the Mitel MiVoice 53xx IP Phones, the 68xx MiNet Phones, 
and SIP Analog Terminal Adapter (ATA). MiCollab is not included in this configuration. This configuration covers an installation without 
UCC licenses, and end-devices are limited to one per user. Introduction of multiple devices is covered in the following sections. 
Additional scaling considerations apply to use with EHDU, and are also covered in the following sections.

The MiVoice 53xx IP Phones can work with an MiVoice Border Gateway cluster and can handle registration re-direction natively. This 
allows a common public registration IP address to be used, and the MiVoice Border Gateway to provide load sharing and registration 
redirection information. Additionally, the public Mitel Redirection and Configuration Service (RCS) server can be used to simplify end-
user phone installation and registration to the correct MiVoice Border Gateway gateway IP address.



MiCloud Business Engineering Guidelines

 22

•

•

•

The supported SIP Analog Terminal Adapter (ATA) devices do not natively support redirection or connection to the RCS server. The 
registration IP address must be provided by the service provider and provisioned locally at the device. Information about supported 
SIP ATA devices can be obtained from the Mitel SIP Center of Excellence (CoE).

The MiVoice Business scales based on the number of users, the devices, and the UC profile as described in "MiVoice Business scaling". 

Because of the flow-through model of the SB architecture, there are two groups of MiVoice Border Gateways; SIP trunk MiVoice 
Border Gateways and user MiVoice Border Gateways.

The user MiVoice Border Gateway scaling is determined by media streaming and device registration limits, as defined in the MiVoice 
Border Gateway Engineering Guidelines. In this case, the voice MiVoice Border Gateway software is more likely to be directly installed on 
server hardware, rather than virtualization, and therefore limited by server performance. Limits on the number of MiVoice Border 
Gateways in a cluster also limit the number of streams and devices that can be handled within that cluster.

A user MiVoice Border Gateway cluster is normally deployed in a N+1 configuration, where one of the MiVoice Border Gateways is 
used as a backup, in case another unit fails. The MiVoice Border Gateways should be designed such that required capacity is possible 
when a single unit is unavailable, i.e. N. 
The MiVoice Border Gateways used for SIP Trunks are primarily limited by the number of number of active trunk connections. The 
same active user connection limits apply for the user MiVoice Border Gateways. In practice, the number of active trunk connections 
are lower than the active user connections, but for simplicity, it is easier to assume the active user and active trunk connections are 
the same.

Scale the trunks and user MiVoice Border Gateways according to server capacity and within the limits defined in the MiVoice Border 
Gateway Engineering Guidelines. See the section "Small Business MiVoice Border Gateway scaling" for more considerations for scaling 
in this architecture.

Consider future expansion and whether UC will ever be deployed. If UC capabilities will never be needed, then the AMC configuration 
does not require use of the ULM construct. However, if the architecture will migrate to using UC at some time in the future, use the 
ULM construct in AMC, even if MiCollab is not currently being installed.

3.1.1.2 Scaling considerations with Voice Plus Entry UCC (including EHDU)

The Voice plus Entry UCC deployment includes a level of light Unified Communications including EHDU functions. The scaling 
requirements in this section cover the situation with Entry IPT and Standard IPT users that only have a single EHDU device, rather than 
a desk phone, as well as users with multiple devices using the Entry SB UCC licensing profile.

The added Unified Communications is provided by the introduction of MiCollab with the Entry SB UCC license and user configuration. 
Entry SB UCC functionality provides the capability to include a smart phone with the deployment, for use as an External Hot Desk User 
(EHDU) device. Users receive calls on their mobile phone as well as their desk phone, with the mobile phone acting as an extension. 
The Entry SB UCC functionality allows the option to replace the Hot-Desk phone with a PC Softphone. For example, the user could 
deploy Hot-Desk phone plus EHDU, or PC Softphone plus EHDU. Users that are licensed with the Entry SB UCC profile can be assigned 
multiple devices. Maximum device limits for the Entry SB UCC profile may exist.

The Voice plus Entry UC business model has the same dependencies as the voice-only model with two additional considerations. More 
SIP trunking and additional MiVoice Border Gateways for user UC connections are needed.

For the SIP trunk MiVoice Border Gateways, there is an expected increase of 35% in required capacity. This is based on 50% of 
users having this added UC capability, with 50% of the user's call traffic handled by the EHDU device.
For the user MiVoice Border Gateways, units are added for the UC connection. The UC connection scales according to the 
capacity of the MiCollab Client Multi-Tenant server. The scaling is primarily driven by the number of registered users and the 
number of instances, or end-customers, that the MiCollab Client Multi-Tenant server can handle. Multiple MiVoice Border 
Gateways may be needed per MiCollab Client Multi-Tenant.
Additional devices increase the total number of registered devices across the User and UC groups of MiVoice Border 
Gateways. The scaling split between the groups is dependent on the ratio of soft phones to total phones, excluding EHDU.

See "Small Business MiVoice Border Gateway scaling" for more MiVoice Border Gateway scaling details.
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3.1.1.3 Small Business MiVoice Business scaling

For the SB architecture, the typical end-customer deployment size is expected to be around 50 users. This number of users and 
devices can be handled by a single MiVoice Business. Two MiVoice Business controllers are typically assigned to a customer, one as 
primary and one as secondary backup. The MiVoice Business can be scaled to larger sizes; however, depending on the number of UC 
devices in use, different scaling limits may apply.

The table shows suggested scaling for the different UC profiles. In the table, it is assumed that to obtain 1.5 devices per user, 50% of 
the users have a single device, and the other 50% have two devices—comprising a selection of internal phone, EHDU phone, and UC 
soft phone. 
The MiVoice Business scaling limits for one device per user assumes that Multi-Device User Group (MDUG) licensing is not configured 
for these users. However, for users with multiple devices, MDUG is necessary. 

SB architecture UC profiles

UC PROFILE DEVICES PER USER MIVOICE BUSINESS USER LIMITS (5600 DEVICE LI
MIT)

MIVOICE BUSINESS USER LIMITS 
(700 DEVICE LIMIT)

Voice Only (no 
MDUG)

1 5600 700

Voice (no MDUG)
50%, Entry SB UC 
50%

1.5 2800 350

Entry SB UC 100% 2 2450 310

Small Business MiVoice Border Gateway scaling

Deploying the flow-through model of the SB architecture requires three groups of MiVoice Border Gateways, with the following 
functions:

Connecting SIP trunks
User connections
UC connections

The number of MiVoice Border Gateways needed for SIP trunks is primarily driven by the number of active voice connections, and the 
database redirection entries (example: Which DDI/DIDs are assigned to which MiVoice Business?). Use of common DDI/DIDs reduces 
this limitation impact.

Typically, the SIP trunk MiVoice Border Gateways are statically assigned to specific MiVoice Business controllers. The MiVoice Border 
Gateways are also deployed on a 1:1 basis. For example, if four MiVoice Border Gateways are needed to handle the media streams, 
then eight MiVoice Border Gateways are deployed. SIP MiVoice Border Gateways are clustered in pairs to share licenses and database 
information.

The number of device registrations and the number of voice connections determine the number of MiVoice Border Gateways 
required for user connections. Typically, the number of voice connections for the user and trunk MiVoice Border Gateways are similar; 
however, the introduction of EHDU connections may increase the number of SIP trunk MiVoice Border Gateways required. EDHU 
connections also affect the number of MiVoice Border Gateways needed for UC connectivity if a UC client is used.

MiVoice Border Gateway scaling logic

DEVICE USER MIVOICE BORDER
 GATEWAY

SIP/UC MIVOICE BORDER GATEW
AY

SIP TRUNK MIVOICE BORDER GATE
WAY

REGISTERED DEVICES TRUNK MEDIA CHANNELS 
Desk phone +1 Trunk rate X Users
PC Softphone +1
Mobile Softphone +1
EHDU +EHDU%
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The User and SIP/UC MiVoice Border Gateway scaling is primarily driven by the number of registered devices; if there are 800 desk 
phones, the User MiVoice Border Gateway must scale to 800 devices. If there are 200 PC Softphones, the SIP/UC MiVoice Border 
Gateway must scale to 200 devices. 

The SIP Trunk MiVoice Border Gateway scaling is driven by the number of active media channels. The number of active media 
channels is driven by the traffic rate and the number of users in the solution. When EHDU devices are deployed, an additional 
percentage-scaling factor is added. This scaling factor is due to calls being re-routed back out the PSTN/SIP Trunk; for example, an 
incoming trunk call results in two trunk connections, one incoming and one outgoing to the EHDU device.

The trunk rate is determined by the number of users, the average call rate, and the average call hold time. Erlang B is then applied to 
determine the peak number of trunks needed to maintain the desired blocking rate. The formula is:

Trunk Rate = Erlang B (Average Call Per Hour x Average Call Hold Time (seconds) / 3600)

For larger deployments, as a quick rule of thumb, the following formula can be used for trunks:

Trunk Rate = (Average Call Per Hour x Average Call Hold Time (seconds) / 3600) x 1.1

If EHDU is deployed, this adds trunks to the SIP Trunk MiVoice Border Gateway. It is assumed in the calculation that, for the SB 
architecture. the multi-device user count is based on two devices, one of which is EHDU. The additional EHDU% overhead is therefore:

EHDU% = (Number of Users with single devices x 150% / Total number of users)+ (Number of Users with multiple devices x 75% / Total 
number of users)

For example: Suppose the solution has 1000 users with the following deployment:

400 single device users with 100 using EHDU
600 multi-device users with 300 using EHDU

The number of trunks is determined by the number of users and the traffic. Assume a standard six Calls per Hour and an average 
hold time of 100 seconds. Using the rule of thumb calculation, we need approximately 183 trunks (the Erlang B calculation gives a 
result of 187 trunks).

Adding the EHDU consideration, we need to add 37.5% more trunks:

= (100 single device EHDU users x 150% + 300 multi-device users x 75%) / 1000 users

For this example, we need 252 trunks (183 x 1.375)

User MiVoice Border Gateways can be deployed as a N+1 cluster for MiVoice Business phones. For example, if four MiVoice Border 
Gateways are needed for the user connections, five MiVoice Border Gateways would be deployed in an N+1 configuration. See the 
MiVoice Border Gateway Engineering Guidelines for cluster scaling limits.

MiVoice Border Gateway scaling rules are different for SIP devices. MiVoice Border Gateways are deployed in clustered pairs for 
resilient SIP phones using DNS to locate a secondary access point. The access points for SIP and Mitel proprietary phones are 
separated due to their different scaling requirements.

The UC soft phones (PC Softphone and UC Mobility Softphone) are SIP devices, and are not resilient between MiVoice Border 
Gateways. Therefore, MiVoice Border Gateways deployed for UC connections must be virtualized so that they can use VMware High 
Availability (HA) for resilient operation.

MiVoice Border Gateway supports only a single connection to a single MiCollab Client Multi-Tenant server. MiVoice Border Gateways 
may not be associated with multiple MiCollab Client Multi-Tenant servers. The use of MiVoice Border Gateway Virtuals and VMware 
HA is recommended for both SIP phones and UC soft phones. Using smaller MiVoice Border Gateway Virtuals allows multiple MiVoice 
Border Gateways per server, and reduces server hardware requirements.

In general, the physical server MiVoice Border Gateways provide better performance and scaling. The common SIP Trunk and user 
voice MiVoice Border Gateways are usually deployed with physical servers. The UC and SIP users connections are typically deployed 
with MiVoice Border Gateway Virtual units. These deal with UC scaling and provide VMware HA capability for end-devices that are not 
resilient and cannot deal with multiple IP addresses. For lower scaling, the physical servers can be replaced with virtual servers.
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See the MiVoice Border Gateway Engineering Guidelines for registration limit, voice connection, and cluster limits for both MiVoice 
Border Gateway Virtual and MiVoice Border Gateway.

Small Business MiCollab Client Multi-Tenant Service scaling

The UC deployment scaling dependencies include:

the number of users on a particular MiCollab Client Multi-Tenant server.
the number of customers on a particular MiCollab Client Multi-Tenant server.
the number of MiVoice Border Gateways assigned to a MiCollab Client Multi-Tenant server, including the number of clients 
and SIP soft phones.
the requirement to logically separate user MiVoice Border Gateways for voice only devices from those used for UC, such as PC 
Softphones, and also for UC Clients.

The deployment requires MiCloud Management Portal to provision the users on MiVoice Business, MiVoice Border Gateways, and also 
on MiCollab Client Multi-Tenant Service. Some initial provisioning is needed prior to this operation. For details, see the MiCloud 
Business Solution Small Business Deployment Guide.

3.1.2 Small Medium Business Scaling
The Small Medium Business architecture is optimized for customers with 50-250 users, with the ability to scale to 500 end-users. End-
users are located at one site.

The SMB deployment is a self-contained virtualized OVA intended for UC attachment, and for deployment in virtualized data centers. 
The scaling of the components in the OVA are already predefined to work correctly with the target UC profile of 2.75 devices up to 500 
users.

Since the deployment does not need to consider additional external units or connections, from a performance and scaling view, this 
solution is complete. It does not need to consider additional scaling factors for MiVoice Business and MiVoice Border Gateway, as 
these are already included and scaled for this deployment.

3.1.3 Small Medium Business - Low Density Scaling
The MiCollab Virtual scales to numbers larger than expected to be deployed with the SMB-LD architecture. The key factors for scaling 
this architecture are based on the deployment of MiVoice Business and MiVoice Border Gateway per customer, even though the 
instances are consolidated into the same service provider infrastructure.

For a voice-only service without Teleworkers, the MiVoice Border Gateway Virtual provides simple SBC functionality for SIP trunks 
only. An alternative option to MiVoice Border Gateway Virtuals is to deploy a common VLAN-aware SBC and manage the MiVoice 
Business via the MiVoice Business Multi-Instance management access portals. The list of suitable SBCs is available from the Mitel SIP 
Center of Excellent (SIP CoE).

When Teleworker services are required, MiVoice Border Gateway Virtuals must be deployed for the phones to function correctly. A 
third-party SBC cannot provide the necessary Application Level Gateway (ALG) functions that the MiVoice Border Gateway provides. 
When UC is deployed, more direct management access to the MiCollab Virtual is required and a number of services are proxied via 
the MiVoice Border Gateway. In this case MiVoice Border Gateway Virtuals must be used.

3.1.4 Medium Large Business Scaling
The MLB architecture is optimized for customers that have from 250 to 1500 end-users. The architecture can scale up to 5000 users.

3.1.4.1 MiVoice Business Virtual scaling

For the MLB UC deployment, the deployment size can range from 250 to 1500 end-users, and can scale up to support 5000 users.
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3.1.4.2 MiVoice Border Gateway Virtual scaling

The MiVoice Border Gateway Virtual supports a number of different logical functions, such as SIP Trunking connectivity, Session 
Border Controller functionality and Teleworker gateway functionality for both SIP and MiNet IP end-points.

For the MLB architecture deployment:

One MiVoice Border Gateway Virtual provides connectivity to Teleworkers via the SIP Trunk Service provider, but the MiVoice 
Border Gateway Virtual is deployed in resilient pairs to support resilient operation.
One MiVoice Border Gateway Virtual (internal to MiCollab Virtual) provides connectivity to the Internet Service provider, but 
the MiVoice Border Gateway Virtual is deployed in resilient pairs to support resilient operation.

As a condition of the UC licensing model, all Teleworkers need be in the same cluster, but MiVoice Border Gateway load sharing can 
be used to effectively provision resilient SIP users with MiVoice Border Gateways in a 1+1 mode, and resilient MiNet users in a N+1 
mode.

The number of MiVoice Border Gateways required for SIP trunks is primarily driven by the number of active voice connections, and 
the database redirection entries (example: Which DDI/DIDs are assigned to which MiVoice Business?). Use of common DDI/DID ranges 
therefore reduces this limitation impact. 

Typically the SIP trunk MiVoice Border Gateways are statically assigned to specific MiVoice Business controllers. For resiliency, the 
MiVoice Border Gateways are deployed on a 1:1 basis. For example, if two MiVoice Border Gateways are needed to handle the media 
streams, then four MiVoice Border Gateways are deployed. SIP trunk MiVoice Border Gateways are clustered in pairs to share licenses 
and database information.

The number of device registrations and the number of voice connections influence how many MiVoice Border Gateways are required 
for user connections. Typically, the number of voice connections for the user and trunk MiVoice Border Gateways are similar. 
However, the introduction of EHDU connections may increase the number of SIP trunk MiVoice Border Gateways required.

User MiVoice Border Gateways can be deployed in an N+1 configuration for Mitel proprietary hard phones (MiNet phones). For 
example, if four MiVoice Border Gateways are needed for the user connections, five MiVoice Border Gateways would be deployed in 
an N+1 configuration. See the MiVoiceBorderGatewayEngineeringGuidelines for cluster scaling limits.

MiVoice Border Gateway scaling rules are different for user SIP devices. MiVoice Border Gateways are deployed in resilient pairs (1 +1) 
for resilient SIP phones using DNS to locate a secondary access point. The access points for SIP and Mitel proprietary phones are 
separated because they have different scaling requirements.

MiVoice Border Gateways used for UC connections, with UC Clients and soft phones, are associated with a single MiCollab server. 
These MiVoice Border Gateways should be clustered with the MiVoice Border Gateway internal to MiCollab for license sharing and 
configuration.

See the MiVoice Border Gateway Engineering Guidelines for registration limit, voice connection, and cluster limits for the MiVoice Border 
Gateway.

3.2 Traffic and Scaling Considerations
Traffic on the system determines how many resources are used—bandwidth, trunks, and voice mail. UC deployments must also 
consider the types and number of devices that are assigned to each user UC profile.

This document uses some base assumptions for calculating the traffic and scaling limits for each architecture. Customers wishing to 
use different traffic rates or assumptions should contact Mitel Professional Services to confirm that their scaling and quantity of unit 
calculations are correct.

UC Profiles
User Traffic Levels
MiVoice Business Scaling
MiVoice Border Gateway Scaling
MiCollab Scaling
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Mitel Open Integration Gateway (OIG) Scaling
MiCloud Management Portal Networking and Scaling
MiContact Center Business Scaling
MiVoice Call Recording Scaling

3.2.1 UC Profiles
The number of devices assigned to a user is an important factor for considering performance and configuration limits. Users, 
including the devices they use, are classified into five profiles shown in the table. Three of the profiles are considered UC-specific.

User and UC profiles

USER AND UC PROFILE EXAMPLE
Base IPT A physically fixed phone with no voice mail. Typically used in lobbies, conference rooms, 

or work stations. 
Standard IPT A typical office desk phone assigned to a user or hot-desk. Extension includes voice mail 

for the user 
Entry UCC An extension on the standard IPT with inclusion of an EHDU or forwarding of calls to a 

specific PSTN number. This is the first multi-device user level, up to two devices assigned 
to the user.

Note: With the SB architecture the Entry SB UCC license will be used, but is still 
considered Entry UCC for the scaling calculations.

Standard UCC Extends the Entry UCC profile with the addition of PC soft phone and Teleworker 
capability. Up to three devices are assigned to the user.

Premium UCC Extends the Standard UCC profile with the addition of a mobile phone soft phone and an 
additional Teleworker. Up to four devices assigned to the user.

For details about licensing, see the MiCloud Business Solution Blueprint. 

Traffic and scaling calculations in this document employ an average number of devices per user to consider the different profile mixes 
for the overall deployment.

The table below describes the expected and typical UC profiles for standard deployments and corresponds to the average devices per 
user profiles in the previous table.

Note: Customers wishing to use different traffic rates or assumptions are advised to contact Mitel Professional Services to confirm 
that their calculations are correct for any changes to scaling.

Average Devices per User Target Scenarios

KEY TARGETS DESCRIPTION 
2.75 Devices Target UC This is the target UC deployment scenario using the standard templates provide 

with MiCollab. 
1.5 Devices Special  This is a special condition for the SB architecture solution where extended mobility 

with PC soft phones may be used instead of EHDU or simple twinning.

This is a non-standard template. It requires UC licensing, with an addition a-la-carte 
mobility license. 

1.5 Devices Target UC This is the target UC deployment for the SB architecture solution. This is a reduced 
UC deployment with only Entry UC.

1.0 Devices Standard  This is the standard non-UC deployment with a mix of fixed and hot desk phones. 

A customer may wish to use different target profiles, or devices per user, from those shown above. These target profiles are expected 
to fit most UCC deployments. 
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It is possible to increase or decrease the number of devices per UCC profile. The following table provides some examples.

Typical UCC Profiles for standard deployments

PHONE UC
DEVICES PER 
USER

BASIC IPT STANDARD IPT ENTRY STANDARD PREMIUM

4 0% 0% 0% 0% Internal HD device
PC soft phone (TW) Mobile soft 
phone (TW) EHDU
100%

3.75 0% 0% 0% Internal HD
device
PC soft phone (TW) EHDU 25%
 

Internal HD device PC soft 
phone (TW)
Mobile soft phone (TW) EHDU
75% 

3.5 0% 0% 0% Internal HD
device
PC soft phone
(TW)
EHDU
50%

PC soft phone (TW)
Mobile soft phone (TW)
EHDU
50%

3.25 0% 0% Internal HD 
device EHDU 
25%

Internal HD
device
PC soft phone (TW) EHDU 25%

Internal HD device PC soft 
phone (TW)
Mobile soft phone (TW) EHDU
50%

3 0 0% 0% Internal HD 
device EHDU 
25%

Internal HD
device
PC soft phone
(TW)
EHDU
50%

Internal HD device
PC soft phone (TW)
Mobile soft phone (TW)
EHDU
25%

2.75 0% 0% Internal HD 
device EHDU 
25%

Internal HD
device
PC soft phone
(TW)
EHDU
50%

Internal HD device
Mobile soft phone (TW)
EHDU
25%

2.5 0% 0% Internal HD
device
EHDU
50%

Internal HD
device
PC soft phone
(TW)
EHDU
50%

0%

2.25 0% Internal HD
device
25%

Internal HD
device
EHDU
25%

Internal HD
device
PC soft phone
(TW)
EHDU
50%

0%
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3.2.2 User Traffic Levels
User traffic levels are typically defined as "Standard Office" and are defined as:

Six Calls Per Hour (6 CPH)
Hold times 100-120 seconds per call

Other traffic levels can also be used, such as lower values for hospitality deployments or increased levels that might be used for a 
distribution type of business.

Note: Customers wishing to use different traffic rates, or assumptions, are advised to contact Mitel Professional Services to confirm 
their calculations for different scaling and quantity of unit calculations.

Traffic blocking is based on Erlang B calculation and uses the following standard blocking levels:

P.01 for external trunks
P.001 for internal traffic

Erlang B is used to estimate peak traffic conditions and resources required to meet the peak demand using the blocking ratios above. 
The peak period is considered for key hours during the day, typically in the morning and early afternoon. Traffic and resource 
occupancy can be expressed in Erlangs or Centum Call Seconds:

1 e (Erlang) = 100% occupancy = 3600 CS (Call seconds) = 36 CCS (Centum Call Seconds)
36 CCS = 36 calls of 100 seconds duration

Other traffic factors to consider include where the traffic originates and terminates. It is assumed, on average, that calls are answered 
across all devices in an even fashion for UC users. Changes to this could influence use of certain resources, e.g. trunks.

3.2.3 MiVoice Business Scaling
MiVoice Business scaling is especially important for larger deployments where self contained units, such as those used for the SMB, 
cannot be deployed. See MiVoice Border Gateway scaling for the self-contained UC deployment solution.

There are a number of limits, internal to MiVoice Business, that need to be considered for the UC deployments on the MiVoice 
Business, including, but not limited to:

Performance
Registered devices
Monitors
HCI and application attachment

Each of these factors is considered, along with the number and type of devices per user. From this a scaling value can be obtained, 
which determines the number of MiVoice Business controllers that are required for the solution. The platform type may provide 
additional influence, especially when considering virtual MiVoice Business controllers that have potentially reduced capabilities, such 
as user and traffic limits, compared to other MiVoice Business controllers.

For non-UC deployments, each user has one device for receiving all calls. Users can have multiple devices in a UC deployment. All of a 
user's devices receive incoming calls, except when presence settings are configured for an alternative. One device is used to answer 
the call, but multiple ringing connections are established and torn down. The scaling calculations consider this process for 
determining the available system performance.

3.2.3.1 MiVoice Business building blocks

For larger deployments that use virtual MiVoice Business, it has been determined that the MiVoice Business Virtual 2500 has sufficient 
capacity to handle the defined number of UC users and the required media resources.

For the standard MiVoice Business deployments, the MiVoice Business for Industry Standard Servers (ISS) and MiVoice Business Multi-
Instance platforms have sufficient capacity to handle the UC deployments. When using MiVoice Business Multi-Instance, it is strongly 
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advised that the individual MiVoice Business controllers are performance-checked with the System Engineering Tool (SET) and with 
the MiVoice Business Multi-Instance Engineering Tool (MET). Both of these tools are available on Mitel Connect.

MiVoice Business building blocks:

MiVoice Business Virtual 250, 1500, or 2500 for virtual deployments
MiVoice Business for Industry Standard Servers (ISS) for on-premise deployment
MiVoice Business Multi-Instance for service provider and on-premise deployment

NOTE: Although the MiVoice Business Virtual (5000 user) can offer more capacity in certain areas, this is not applicable for the defined 
UC deployments. The MiVoice Business Virtual (5000) can handle more users, but the total device limit is the same as for the MiVoice 
Business Virtual (2500 user), with an increased OVA reservation requirement. 
For a UC deployment, there is no benefit, and a potential cost disadvantage, in using the MiVoice Business Virtual (5000). This is why 
the MiVoice Business Virtual (2500) is used as the virtual UCC building block. 

MiVoice Business scaling details

For the three MiVoice Business building blocks, the same UC limits apply. The figure shows the number of MiVoice Business 
controllers required when the number of users, including UC, is compared to different numbers of devices per user, as defined in UC 
profiles.

The figure shows the number of MiVoice Business units needed for an operational UCC configuration. Where primary and secondary 
resilient MiVoice Business units are required, double the number of MiVoice Business units. Where VMware HA is being used instead 
of application resiliency, the numbers on this chart can be used directly.

The special mobility case for the SB architecture does not affect the predicted number of required MiVoice Business controllers, since 
the number of users is typically less than 50, with fewer than 100 devices per MiVoice Business.

NOTE: Contact Mitel Professional Services for help with calculating MiVoice Business scaling if there are more than 50 users and 100 
devices per MiVoice Business controller planned for a SB architecture deployment. 

MLB - MiVoice Business scaling
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3.2.4 MiVoice Border Gateway Scaling
MiVoice Border Gateway scaling in a virtual environment is important for UC deployments requiring a solution composed of individual 
components. MiVoice Border Gateway Virtual scaling is especially important for larger deployments in which self-contained units, 
such as those used for the SMB, cannot be deployed. 
There are a number of internal limits that need to be considered for UC deployments on MiVoice Border Gateway Virtual, including, 
but not limited to:

Performance
Number of concurrent media and UC connections through the MiVoice Border Gateway
Number of registered users

Typically MiVoice Border Gateway Virtual is used for two functions:

SIP Trunk Gateway
Teleworker Gateway

By combining these functions to a group of MiVoice Border Gateways, it is possible to consolidate the number of instances that need 
to be created. The figure considers this consolidated case. If it is necessary to split MiVoice Border Gateway Virtuals into separate 
functions, then you can add two more MiVoice Border Gateway units for deployments up to 2500 users, and a further two units to 
support up to 5000 users.

Included in the requirement is the possibility that the PC soft phone is deployed on a laptop or table, and may therefore be mobile 
outside of the normal office environment. In this case, the device must connect into the deployment as an external Teleworker, rather 
than as an internal LAN connected device.

The scaling for the MiVoice Border Gateway Virtual is based on the registration and streaming limits in the MiVoice Border Gateway 
Virtual Engineering Guidelines.
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NOTE: The MiVoice Border Gateway can be associated only with a single MiCollab. The MiVoice Border Gateways should be scaled by 
the limits of this single associated MiCollab.
Where multiple MiCollab units exist, multiple groupings of MiVoice Border Gateways are required. 

The figure shows the number of MiVoice Border Gateway Virtual units needed for a normal deployment. If VMware HA is used for 
resiliency, or if resiliency is not required, you use numbers shown in the graph. If the MiVoice Border Gateways are clustered for 
resiliency, increase the number of units by the resiliency configuration; that is, double for a primary/secondary combination and plus 
one for an N+1 configuration.

The special mobility case for the SB architecture does not affect the required number of MiVoice Border Gateway Virtuals, since the 
number of users is typically less than 50, with fewer than 100 devices per MiVoice Business.

Scaling of the MiVoice Border Gateway is important for UC deployments that require the solution to be composed of individual 
components, typically on-premise. This is especially important for larger deployments where self-contained units, such as used for 
SMB, cannot be deployed.

NOTE: Contact Mitel Professional Services for help in calculating the MiVoice Border Gateway Virtual scaling if there are more than 
125 users and 250 devices per MiVoice Business planned for a SB architecture deployment.

MLB: MiVoice Border Gateway scaling

3.2.5 MiCollab Scaling
The MiCollab platform is a collection of UCC applications. This is a multi-application deployment for a single customer and may be 
realized with a dedicated server for on-premise deployment, or as a virtual application for both private and public Cloud deployments.

The MiCollab application can scale up to 5000 users based on 2.75 devices per user, as a single deployment.
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Scaling notes:

MiCollab may be associated with multiple MiVoice Business units
Multiple MiVoice Border Gateways can be associated with a single MiCollab unit.
MiVoice Border Gateways cannot be associated with multiple MiCollab units.

3.2.5.1 MiCollab Client Multi-Tenant scaling

The MiCollab Client Multi-Tenant Service is a specific configuration using the MiCollab UCC platform. This is a single application and 
can be used across multiple customers to provide UC functionality (telephony presence).

This is not the multi-function MiCollab UCC solution, but a special deployment of one application. The general MiCollab scaling 
provides the richer UCC solution.

The MiCollab Client Multi-Tenant can scale to the following limits:

Maximum 250 tenants on a single platform. For example:
250 tenants at 50 users each - 12,500 users total
5 tenants at 5000 users each - 12, 5000 users/25,000 devices (2 devices per user)

One client per user (12500 clients total)
Maximum of 5000 users per tenant, regardless of the number of tenants

The MiCollab Client Multi-Tenant solution is associated with multiple MiVoice Business units. Multiple MiVoice Border Gateway units 
are associated with this single MiCollab Client Multi-Tenant unit. Where multiple MiCollab Client Multi-Tenant units exist in a server 
provider environment, a similar number of MiVoice Border Gateway groups are also needed.

3.2.6 Mitel Open Integration Gateway (OIG) Scaling
The Mitel Open Integration Gateway allows applications to access the UCC solution components and provides connections to Google 
and Salesforce integrations.

For details of the limits for Mitel Open Integration Gateway, see the Mitel Open Integration Gateway Engineering Guidelines.

Some key limits to consider with a UCC deployment include:

Total number of monitors: 50,000
Maximum MiVoice Business, or UC application connections (outgoing): 250
Maximum number of user connected applications (incoming): 1500
One OIG is deployed to a single customer

These limits mean adding the following considerations into the design:

For the MiCollab Client Multi-Tenant solution, Mitel Open Integration Gateway must be deployed per customer, or two per 
customer if resiliency is required without using VMware HA. If OIG is used via a MiVoice Border Gateway, the MiCollab Client 
Multi-Tenant con- nections should use the same MiVoice Border Gateway to simplify tenant connections and IP address 
usage.
Each MiVoice Integration for Google or Salesforce counts as an individual application at- tachment. A single OIG is limited to 
1500 application attachments, so 1500 MiVoice Integrations can be connected to a single OIG. The number of OIGs must be 
calculated accordingly, that is, 3000 users on MiVoice Integration for Salesforce would require two Mitel Open Integration 
Gateway platforms.

NOTE: If multiple Mitel Open Integration Gateways connect to the same MiVoice Business and they monitor the same device, this 
adds a multiplier to the HCI count in the MiVoice Business.

OIGs can be deployed as virtual instances alongside existing virtual deployments, or they can be combined on to a single physical 
server for improved customer to server density. See the Virtual Appliance Deployment Solutions Guide for further details on OVA and 
reservation settings.

http://edocs.mitel.com/TechDocs/MiCloud/3.0/MiCloud3.0_BP-Virtualization.pdf
http://edocs.mitel.com/TechDocs/MiCloud/3.0/MiCloud3.0_BP-Virtualization.pdf
http://edocs.mitel.com/TechDocs/MiCloud/3.0/MiCloud3.0_BP-Virtualization.pdf
http://edocs.mitel.com/TechDocs/MiCloud/3.0/MiCloud3.0_BP-Virtualization.pdf
http://edocs.mitel.com/TechDocs/MiCloud/3.0/MiCloud3.0_BP-Virtualization.pdf
http://edocs.mitel.com/TechDocs/MiCloud/3.0/MiCloud3.0_BP-Virtualization.pdf
http://edocs.mitel.com/TechDocs/MiCloud/3.0/MiCloud3.0_BP-Virtualization.pdf
http://edocs.mitel.com/TechDocs/MiCloud/3.0/MiCloud3.0_BP-Virtualization.pdf
http://edocs.mitel.com/TechDocs/MiCloud/3.0/MiCloud3.0_BP-Virtualization.pdf
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3.2.7 MiCloud Management Portal Networking and Scaling
MiCloud Management Portal networking requirements are divided between access through the web portal and web service 
interfaces, and access between MiCloud Management Portal and the managed systems.

The web portal and web service interfaces are standards-based interfaces. The web portal server should be assigned a static IP 
address to avoid issues with DNS updates when dynamic addresses change. Remote access is achieved using the MiVoice Border 
Gateway web proxy service. In this case, MiCloud Management Portal re-uses the available proxy selection for MiVoice Business 
connections.

MiCloud Management Portal access to the managed systems depends on the deployment architecture. When MiCloud Management 
Portal is located in the same local area network as the managed systems, straight-forward local networking can be applied. In the 
more typical case for service provider deployments, MiCloud Management Portal is deployed in the service provider network, while 
managing systems in the customer network. MiCloud Management Portal communicates with managed systems using a variety of 
protocols for which application layer proxies are not readily available—special networking is required for MiCloud Management Portal 
to communicate with managed systems.

For all single-tenant topologies, including the SMB-LD architecture, (all but MiVoice Business Multi-Instance), 1:1 NAT connections 
must be established between MiCloud Management Portal and each managed system. and the NAT link must support bidirectional 
path initiation; that is, for MiCloud Management Portal to initiate a connection to a managed system, and for the managed system to 
initiate a connection to MiCloud Management Portal. This requirement for 1:1 NAT may be implemented with VMware networking or 
third-party routers. MiCloud Management Portal addresses the managed UCC components using fully qualified domain names, and 
split DNS is used to resolve these domain names based on the local address space. For further information about the recommended 
network deployment, see Network and networking and the MiCloud Business Solution Virtual Deployment Guide.

MiVoice Business Multi-Instance deployments provide management access independent of the control and signaling access. In this 
case, the management port may be provisioned within the service provider address space, while the control and signaling port is 
provisioned in the customer address space. This means that 1:1 NAT is not required for MiVoice Business Multi-Instance, as both 
MiCloud Management Portal and MiVoice Business Multi-Instance management are in the same service provider network.

In cases where MiCloud Management Portal is remote from the managed system, a VPN tunnel is required for secure WAN traffic. 
This is required for remote access between MiCloud Management Portal and any managed system, including MiVoice Business Multi-
Instance. 

3.2.7.1 Platform Manager and File Server

The Platform Manager and File Server can be installed on separate servers or together on the same server. The following table 
describes the server specifications for these options. 

NOTE: Do not install Platform Manager and/or File Server on the server hosting MiCloud Management Portal. 

Platform Manager/ File Server: Server specifications

HARDWARE SERVER VMWARE
Platform Manager 4 CPU (2 CPU with 2 cores each)

8 GB RAM

4 vCPU (2 CPU with 2 cores each)
8 GB RAM
50 GB disk space

File Server  4 CPU (2 CPU with 2 cores each)

8 GB RAM

4 vCPU (2 CPU with 2 cores each)
8 GB RAM
150 GB disk space 

Both Platform Manager and File Server on the same server 6 vCPU
12 GB RAM
200 GB disk space

NOTES:
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For use on VMware, use eager-zeroed thick disks for best performance.
For Platform Manager, fast disk configurations are recommended.

3.2.8 MiContact Center Business Scaling
All MiContact Center Business functionality except embedded workforce scheduling, is available in the MiCloud offering, but scaling is 
highly dependent on the architecture deployed. For information about sizing MiContact Center Business servers and deploying 
resilient IVR ports, see the MiContact Center Business Engineering Guidelines.

3.2.8.1 MiContact Center Multi-tenant

MiContact Center Multi-tenant customer configuration data is updated on every MiContact Center client (Ignite and Contact Center 
Client). With multi-tenant deployment, these updates are more frequent and the update size is larger. Also, it is difficult to control the 
time of day of updates. For small sites, the bandwidth required for updates may affect the QoS for active agent streams.

To mitigate the bandwidth consumption, CC clients are supported for supervisors only.
For sites with minimal bandwidth available, it is recommended to set Max IP packet size to limit QoS effects, and to use a 
premise-based router with TCP back-pressure to limit bandwidth.

3.2.9 MiVoice Call Recording Scaling
MiVoice Call Recording can be installed on virtual servers with capacities ranging from 25 concurrent ports up to 750 concurrent ports, 
depending on the resources allocated in the virtual machine.

Minimum server deployment 2 vCPU 
2 GB
2 GHz reservation

Supports 25 concurrent ports, 100 agents or users, and 50 desktop clients

Maximum server deployment 12 vCPU
8 GB
12 GHz reservation

Supports 750 concurrent ports, 3000 agents or users, and 1500 desktop 
clients 

Note: See the VirtualAppliance Deployment Solutions Guide for the most up-to-date information. 
Storage capacity and ports supported also vary depending on the SQL server:

SQL Express supports 200 concurrent ports and 1.5M calls.
Full SQL on a shared server supports 550 concurrent ports and 3M calls.
Full SQL on a dedicated server supports 750 concurrent ports and 15M calls.

For larger sites, MiVoice Call Recording nodes may be clustered. For capacity and scaling information, see the MiVoice Call Recording 
Engineering Guidelines.

http://edocs.mitel.com/TechDocs/MiCloud/3.0/MiCloud3.0_BP-Virtualization.pdf
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4 External Connectivity
This section discusses the various components, protocols and communication paths that are required to support connectivity 
between the UC solution and external networks, and also between UC components located in a data center or service provider cloud 
and components located at the customer site or Teleworker site.

MiCloud external connectivity is discussed in the following topics:

Service Provider gateways
Access gateways
Connectivity deployment considerations
Emergency location (E911)

While a number of external communication paths are discussed in this section, a specific architecture may not require all of the paths 
discussed here. At a minimum, all topologies will require external connectivity to support IP telephony and management. More 
generally, external connectivity is required for voice communications and related applications, such as:

Telephony signaling and related audio streams
UC applications and related video and data streams
Business applications
Network management
Troubleshooting
Product licensing and license renewal
Software maintenance

In a typical deployment, the call control engine and applications servers are deployed within a private network with a limited number 
of secure gateways to other networks. The end-points—both UC clients and management clients—are deployed at the customer site 
and other remote locations. Gateways are required to connect UC servers to clients and UC servers to other service providers. These 
external-facing gateways must support signaling, audio, video, and data traffic connecting over public or private networks.

In general terms, a gateway is a component that interconnects two different types of networks, both physically and logically; the 
gateway may also serve as a protocol converter between the two networks. The Unified Communications topologies rely on several 
gateways for connections to external networks, which include:

Mitel 3300 ICP for PSTN connectivity
MiVoice Border Gateway for public data network connectivity, including SIP trunks
Third-party IP router and firewall for public IP-based data network connectivity
Third-party label switch router for MPLS-based data network connectivity

FOR INFO ABOUT... SEE...
Mitel 3300 ICP working capacity and using a MiVoice Business 3300 ICP 
for local breakout

MiVoice Business Engineering Guidelines

MiVoice Border Gateway, including clustering, resiliency, and 
bandwidth requirements

MiVoice Border Gateway Engineering Guidelines

Details for configuring the MiVoice Border Gateway to support 
Teleworker services and/or Web proxy

MiVoice Border Gateway Installation and Maintenance Guide

4.1 Service Provider Gateways
Depending on the external connectivity requirements of a particular architecture, the following service provider gateways may be 
required. 

To connect to the PSTN:

A PSTN gateway and the associated trunk connections to a Telco; and
A SIP Aware Proxy and the associated IP-based trunks to a SIP service provider. 
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Typically, the SIP service provider offers connectivity through to the PSTN and to other SIP service providers.

To connect to cloud-based data services:

A web proxy for Mitel Open Integration Gateway-based services and other web services plus associated public data network 
connections; and
A router with firewall for client and management traffic for UC applications, and for other services and associated private or 
public data network connections.

These gateways are co-located with the UC servers, typically within a data center.

4.1.1 PSTN Connectivity (central and remote)
MiVoice Business running on a 3300 ICP platform can serve as a PSTN gateway in On-Premise deployments, but are not used in 
hosted deployments,

In some On-Premise deployments, a 3300 ICP may be used to provide remote survivability and local PSTN break out.

4.1.2 SIP Connectivity
SIP trunks are provided by Internet telephony service providers to connect  communications platforms to other SIP switches and to 
the traditional PSTN. SIP trunks offer several benefits compared to traditional PSTN connections, including:

local phone numbers from any location
increased resiliency for disaster recovery
typically less expensive toll-free service and overall cost savings

SIP trunks are established from the MiVoice Business to the SIP trunk provider using MiVoice Border Gateway as a SIP-aware firewall 
and proxy. The MiVoice Border Gateway SIP proxy implements a full back-to-back user agent. The MiVoice Border Gateway SIP trunk 
service provides:

NAT traversal of media and signaling
Media anchoring for the remote provider
SIP adaptation and normalization to improve interoperability
DTMF detection as per RFC 4733, re-ordering of RTP streams, and KPML notifications to support EHDUs
Protection from malformed and malicious requests, request flooding and various other types of attacks

A “SIP trunk” in the context of a MiVoice Border Gateway is a pair of end-points defined by their IP addresses and signaling ports. One 
end-point is typically the call control engine (MiVoice Business) and the other end-point is the SIP trunk provider’s firewall or SBC. A 
trunk can have any number of “channels” each of which corresponds to an active bi-directional media stream.

Outgoing SIP call routing is configured with the MiVoice Business using one or more Automatic Route Selection (ARS) rules. The SIP 
trunk service provider is configured as a Peer Profile, specifying the MiVoice Border Gateway as the related SIP proxy. Routing rules 
support specifying the minimum and maximum channels, i.e. active calls per trunk. Multiple routing rules to different SIP Trunk 
providers are supported. MiVoice Business detects trunk failures and set all trunks to the same peer out of service for both incoming 
and outgoing calls. In the case of outages causing missing keep alive messages, the MiVoice Business sets the trunks out-of-service to 
prevent instability in trunk status.

There are several methods to support resilient operations for outgoing calls, including:

SIP primary-secondary: The SIP Trunk provider provides a primary and secondary address. These addresses may be 
configured as alternate peers in the MiVoice Business (MiVoice Business).
MiVoice Border Gateway with FQDN: The MiVoice Border Gateway configured as a related SIP proxy may be entered using an 
FQDN. The DNS server may be configured to resolve the FQDN to multiple MiVoice Border Gateways.
MiVoice Business as alternate peer: The secondary MiVoice Business may be configured as an alternate peer. In this case, the 
primary path uses the related primary MiVoice Border Gateway SIP proxy, with the alternate path using the secondary 
MiVoice Business and its related secondary MiVoice Border Gateway SIP proxy.

These methods of providing resilient trunk routing for outgoing calls are shown in the figure.
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Incoming SIP call routing is determined by the SIP Trunk Service provider routing to MiVoice Border Gateways and by MiVoice Border 
Gateways routing to MiVoice Business. Typically, third-party session border controllers (SBCs) support primary and secondary routes. 
The SBC automatically detects trunk failures and re-routes over the secondary path. The MiVoice Border Gateway SIP trunk proxy 
supports routing rules with match criteria mapped to all or part of the SIP URI within the SIP header Request, From, or To fields, 
effectively providing routing based on called party, calling party, and original called party. Routing rules can designate both 
the primary and secondary controller for the route.

A MiVoice Border Gateway automatically detects trunk failures and routes to the secondary controller. the following figure shows 
resilient SIP trunk routing for incoming calls.

For smaller sites with shared trunking, one MiVoice Border Gateway can act as proxy for multiple MiVoice Business controllers, up to 
the active trunk capacity limit. For larger sites, multiple MiVoice Border Gateways and MiVoice Business controllers can be deployed 
for increased capacity. MiVoice Border Gateways support clustering up to six units with license sharing among cluster members. 
When dedicated to SIP trunking, MiVoice Border Gateway clustering beyond the resilient pair provides no advantage for resiliency or 
capacity as trunk traffic is determined by routing rules while clustering incurs the cost of increased synchronization communication.

As such, MiVoice Border Gateways dedicated to SIP trunking should be deployed in a two-member cluster containing the resilient pair 
and allowing license sharing between the pair.

For smaller deployments, a resilient pair of MiVoice Border Gateways may have sufficient capacity to act as both the SIP trunk gateway 
and access gateway for Teleworkers and web proxy, provided that both are reachable with a public address. In the case that SIP 
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trunks are carried over a private network, separate resilient pairs of MiVoice Border Gateways are required, with the SIP trunk 
gateway configured with a carrier-specific non-public IP address and the access gateway configured with a public IP address.

CONFIGURATION SUPPORTS SIP TRUNK SERVICES
MiVoice Border Gateway (Note 1)

DMZ mode
Server-Gateway mode

MiVoice Business Express

Deployed with MiVoice Border Gateway in server-gateway mode

Yes

MiVoice Border Gateway (Note 2)

DMZ mode: deployed on internal LAN configured for LAN mode 
operations (e.g. Secure Recording Connector)
Server-Gateway mode: deployed on internal LAN configured for LAN 
mode operations (e.g. Secure Recording Connector)

MiCollab

Deployed on an internal LAN with MiVoice Border Gateway in LAN mode

No

NOTES:

See Connectivity deployment considerations.
Similar considerations apply when the MiVoice Border Gateway is integrated with other applications.

When deployed in server gateway mode, SIP Service providers connect through the external facing router to the MiVoice Border 
Gateway’s WAN facing interface.

4.1.2.1 Licensing

A MiVoice Border Gateway SIP Trunking Channel license is required for each active channel. MiVoice Border Gateway SIP trunk 
licenses are for concurrent us, so for the MiVoice Border Gateway, the maximum number of active SIP trunk calls equals the number 
of configured MiVoice Border Gateway SIP trunk licenses, up to the MiVoice Border Gateway capacity limit. With UCC licensing, 
MiVoice Business SIP-enabled trunks are open licensed, providing sufficient capacity for the licensed users. With à la carte licensing, 
MiVoice Business SIP trunk licenses are for concurrent use. For MiVoice Business, the maximum number of active SIP trunk calls 
equals the number of configured MiVoice Business SIP trunk licenses, up to the MiVoice Business capacity limit. Both MiVoice Border 
Gateway and MiVoice Business support clustering with license sharing among cluster members. This allows the available licenses to 
be shared across individual MiVoice Border Gateways or MiVoice Business respectively. The total number of licenses required depend 
on busy hour traffic patterns.

4.1.3 Data Services Connectivity
Several cloud-based services may augment the UC solution. For example,

The Mitel Application Management Center (AMC) provides software downloads and licensing for Mitel applications. Mitel 
applications must maintain data connectivity to the AMC to avoid entering license violation mode.
MarWatch supports remote performance monitoring and management for Unified Communications systems and the 
associated networking infrastructure. MarWatch is available both as a cloud service and as an application deployed in the 
customer network.
Integration with Salesforce.com provides full phone set management features in the hosted Salesforce.com user interface 
without the need for a locally installed client.
Integration of MiVoice Business with remotely hosted business applications incorporates voice communications, 
conferencing, and collaboration capabilities into popular business applications such as personal information managers (PIMs), 
Microsoft Internet Explorer®, and Microsoft Office.

http://Salesforce.com
http://Salesforce.com
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Integration of telephony features with applications is accomplished by inter-working with Mitel Open Integration Gateway connected 
to a MiVoice Business system. The Mitel Open Integration Gateway offers a web service, WSDL messages over SOAP, which may be 
accessed locally or remotely with typical web traffic networking configurations. A brief description of the Mitel Open Integration 
Gateway capabilities and requirements is provided in the earlier chapter (Mitel OIG). Mitel continues to support the legacy MiTAI 
interface on the MiVoice Business system, providing a Mitel enhanced TAPI interface. However, it is recommended that all 
new implementations be based on Mitel Open Integration Gateway.

These data services require connectivity from the UC systems to cloud-based servers. Such connectivity is implemented using a router 
with integral or in-line firewall. The MiVoice Border Gateway in server gateway mode provides static routing and basic firewall 
capabilities.

Alternatively, a third-party router with firewall protection may be used. Firewall protocol/port configuration rules for many Mitel 
applications and services are described in MiVoice Border Gateway Engineering Guidelines and Mitel Open Integration Gateway 
Engineering Guidelines.

For web-based services, the MiVoice Border Gateway implements a web proxy to secure access between UC servers and other cloud 
service providers. This is recommended for connections from Mitel Open Integration Gateway to hosted business applications. 
MiVoice Border Gateway used as web proxy is discussed further in the next help topics.

4.2 Access Gateways
Depending on the external connectivity requirements of a particular architecture, the following access gateways may be required.

To connect to remote workers, home-based, mobile, or anywhere off-site:

A PSTN gateway or SIP-aware proxy providing PSTN connectivity for access by digital and cellular phones as EHDU devices
A MiVoice Border Gateway providing Teleworker service for access by remote MiNet and SIP end-points, including hard and 
soft phones. MiVoice Border Gateway also provides a connector for use with MiContact Center desktop clients.
A web proxy for access by MiCollab and MiCollab Audio, Web, and Video Conferencing clients and management clients
An IP router with firewall for data traffic, such as associated media streams. A third-party router is used for connection to 
MiVoice Call Recording clients.

To connect to UC clients located at a customer site:

An MPLS Edge Router or other LAN extension technology to extend the private LAN between the hosted UC server site and 
the customer site for LAN-based access by IP phones and other UC application and management clients
An IP router for Internet-based access by UC application and management clients. The customer edge router uses Network 
Address Translation (NAT) capabilities to uniquely identify individual end-points.

For remote workers, access gateways are co-located with the UC servers, typically within a data center. For customer sites, access 
gateways are required, both at the data center edge and the customer LAN edge.

4.2.1 PSTN connectivity (EHDU)
Remote users may connect to UC services using digital or analog phones, with tone dialing, over the PSTN access network or cell 
phones over the public cellular wireless voice networks, all of which will connect through to the UC servers over PSTN or SIP trunks. 
The ubiquity of these devices and access networks provides a reliable means of connection from nearly any location.

For connection through the PSTN or cellular networks, the user dials a designated access number and then logs in for service as an 
External Hot Desk User (EHDU). The MiVoice Business may be configured with trusted trunks for EHDUs with Call Recognition Service 
enabled, which recognizes the Calling Line ID and automatically log in the user. In other cases, the user will need to log in with their 
hot desk directory number and Personal Identification Number (PIN). Once logged in, the external user is seen by the system as a 
local user and has access to extension dialing, voice mail, and other phone system resources. Call handling and call features are 
available through simple keypad commands.

The PSTN or SIP trunk connections to the MiVoice Business appear similarly to other incoming trunks except that they need in-band 
DTMF detection for call handling. For PSTN connections, a MiVoice Business running on a 3300 ICP platform can serve as a PSTN 
gateway, as described above. For SIP trunks, an MiVoice Border Gateway can serve as SIP trunk proxy, also described above. For SIP 
trunks, the SIP Trunk provider should transmit in-band DTMF tones with RTP packets compliant to RFC 4733, or the earlier RFC 2833. 
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The MiVoice Business uses KPML subscription to the SIP trunk proxy to be notified of key press events used to manage call handling 
and call features. Termination of SIP trunks for EHDUs is not supported on the MiVoice Business as it does not support detection of 
in-band DTMF tones. Termination of SIP trunks on third-party SBCs requires interoperability testing to ensure compliance. Use of the 
MiVoice Border Gateway for SIP trunk termination is recommended.

When determining the required capacity of the PSTN or SIP trunk gateways, the EHDU traffic must be considered in the calculations. A 
trunk connection is required for every active EHDUconnection for the communication path between the MiVoice Business and the 
external EHDU device. This is in addition to any trunk requirements for routing the call between the MiVoice Business and the other 
party in the call.

4.2.1.1 Call recording

Call recording for EHDU calls is supported beginning in MiCloud 3.2. EHDU calls connect via SIP trunks to the MiVoice Business, and 
for external calls, all call legs are carried on SIP trunks.

4.2.2 SIP connectivity (Teleworker)
Remote users may connect to UC services using IP phones over public or private data networks through the MiVoice Border Gateway 
Teleworker service. This service implements a SIP back-to-back user agent (B2BUA) or MiNet proxy to connect the remote IP phone to 
the MiVoice Business IP phone system. The Teleworker phone is registered as a standard extension of the office phone system, 
providing full access to voice mail, collaboration tools and all features of the system. Most Mitel IP phones, including SIP and MiNet 
hard desk phones and soft phones, may be configured for Teleworker or normal mode of operation.

An interesting use case is the cellular phone with mobile SIP client which may access the UC services in two modes, namely as an 
EHDU device connecting via the mobile phone over the cellular wireless voice network and as a Teleworker device connecting via the 
mobile SIP client over an available wireless data network. The choice of EHDU or Teleworker depends largely on the availability and 
cost for the access network. When using the MiCollab for Mobile with Premium UC license, the Teleworker mode offers the advantage 
of handing off between the cellular wireless data network and local Wi-Fi networks. On the mobile client, wireless network availability 
and signal strength changes trigger enabling the command to hand off between networks.

When using the MiVoice Border Gateway Teleworker service with a Mitel IP phone, the following capabilities are provided:

 Encryption to improve voice path security
Adaptive jitter buffering and other enhancements to improve voice quality
G.729 compression to reduce bandwidth requirements

For larger deployments, MiVoice Border Gateways may be clustered to support larger numbers of Teleworker users. Dynamic load 
balancing across cluster members is supported when both MiVoice Border Gateway and the device support redirection. MiVoice 
Border Gateway supports redirection of MiNet devices, and most MiNet desk phones support redirection. SIP devices and MiNet soft 
phones must be manually load-balanced by configuring the device to connect to a specific MiVoice Border Gateway node.

Resiliency available for Teleworker devices depends on the capabilities of MiVoice Business, MiVoice Border Gateway, and the device. 
For MiNet devices, MiVoice Border Gateway maintains a list of available PBX platforms. On failure of the primary PBX, all sets 
disconnect and attempt to re-register. For MiNet devices that support redirection, when the devices re-connect, the MiVoice Border 
Gateway redirect the device to an available PBX. SIP devices and devices that do not support redirection cannot use this mechanism. 
For devices that support multiple registration configurations, resiliency is provided through manually configuring multiple MiVoice 
Border Gateway addresses, or via FQDN and DNS redirection. On failure of the path through the primary MiVoice Border Gateway to 
the primary MiVoice Business, the device attempts to register with a secondary MiVoice Border Gateway. If the device does not 
support either redirection or multiple registration capability, the device will be unable to make calls until the primary MiVoice Border 
Gateway and/or primary PBX returns to service.
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CONFIGURATION SUPPORTS TELEWORKER SERVICE
MiVoice Border Gateway1

DMZ mode
Server-Gateway mode

MiVoice Business Express

Deployed with MiVoice Border Gateway in server-gateway mode

Yes

MiVoice Border Gateway2

DMZ mode: deployed on internal LAN configured for LAN mode 
operations (e.g. Secure Recording Connector)
Server-Gateway mode: deployed on internal LAN configured for LAN 
mode operations (e.g. Secure Recording Connector)

MiCollab

Deployed on an internal LAN with MiVoice Border Gateway in LAN mode

No

NOTES:

See Deployment considerations.
Similar considerations apply when the MiVoice Border Gateway is integrated with other applications.

4.2.2.1 Call recording

For recording Teleworker devices, the gateway MiVoice Border Gateway is configured to route calls to a second LAN-based MiVoice 
Border Gateway serving as the SRC, which connects to the MiVoice Business controller.

4.2.2.2 Licensing

MiVoice Border Gateway Teleworker service is licensed per device. If multiple MiVoice Border Gateways are deployed, the licenses 
may be shared across clustered nodes to support dynamic load balancing of MiNet devices. With UCC licensing, MiVoice Border 
Gateway Teleworker licenses are included within the Standard and Premium User licenses and also are available as à la carte add-on 
options.

4.2.3 Data connectivity (Web Client)
The MiVoice Border Gateway Web proxy implements a reverse proxy with URL mapping. The proxy provides a secure method for end-
user desktop and web clients to connect with LAN-based applications. The web proxy restricts access to only those URLs that belong 
to the end-user web interfaces for the recognized applications. The current release supports MiCollab and MiCollab Audio, Web, and 
Video Conferencing desktop and web clients.

The MiVoice Border Gateway web proxy also supports remote access to native management web pages for both MiVoice Business 
and MiCollab. For MiVoice Business management access, MiVoice Border Gateway adds additional access control security by requiring 
user name and password; also management access may be restricted to listed client IP addresses. 

To provide a resilient web proxy service, redundant MiVoice Border Gateway servers may be deployed. The client applications can be 
configured to access the redundant MiVoice Border Gateways, either directly or via multiple DNS entries. For MiCollab Clients, the 
connection through MiVoice Border Gateway to the MiCollab server is not resilient. Application layer resiliency may be achieved 
through deploying MiVoice Border Gateway and MiCollab on virtual servers configured with high availability.

The reverse proxy acts between an Internet accessible server and Internet-protected LAN server. It is not required if the application 
server is deployed in Network Edge mode with direct Internet access or if the web client has direct LAN access to the application 
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server. MiVoice Border Gateway web proxy is included in the MiVoice Border Gateway base software license. No separate license is 
required.

4.2.4 Data connectivity (LAN extension)
For UC communications, a commonly encountered scenario is multiple end-points connected on a common voice LAN on the 
customer site, and MiVoice Business servers on a LAN in a remote data center. Geographically extending the Layer 2 network 
between these sites allows the UC clients to connect directly to the UC servers without the need to deploy and provision proxies and 
firewalls. Typically these LAN extension connections provide higher QoS, based on SLAs and/or the underlying transport mechanism.

There are a number of technologies and commercial offers available to provide LAN extension, such as dedicated VPNs or MPLS 
connections. The choice is based on availability, service level agreements, and cost. Typically, the addressing scheme and required 
networking equipment is determined by the choice of carrier.

Within the UC solution, these remote end-points appear to be local and are accessible via Layer 2 addressing schemes. UC design 
considerations include ensuring sufficient bandwidth and QoS mechanisms are available to support the expected traffic.

When LAN access is available, this is the preferred method of connection between fixed UC clients and servers. For mobile clients, 
there are two possible configurations – normal mode directly accessing the call control engine or Teleworker mode accessing the set-
side of the Teleworker gateway. For most Mitel IP phones, changing between normal and Teleworker mode requires manual 
configuration of the mode. MiCollab Mobile Client requires changing the IP address used for registration (MiCollab Client supports 
only a single IP address). Dual mode hand-off between Wi-Fi and LTE/4G networks, available for premium UC users, requires that the 
active call be anchored at the MiVoice Border Gateway, because SIP redirection between MiVoice Business and MiVoice Border 
Gateway is not supported. For ease of use and to avoid these manual steps and dual-mode hand-off, it is recommended that all 
mobile clients be configured for Teleworker mode, both within the LAN and externally.

In the customer site, routing rule exceptions may be used to route Teleworker connections over the QoS-enabled LAN extension path. 
Teleworker devices must connect to the set-side of the MiVoice Border Gateway, which may be either an Internet accessible WAN 
address or a DMZ address behind a firewall with NAT. In either case, sets register to a public WAN address.

Standard routing directs these connections to the customer’s Internet access gateway for connection across the public Internet. To 
avoid this path, manually configured rules may be added to the routing tables in the customer site and data center to ensure that this 
traffic is directed to the MPLS egress devices such that the MiVoice Border Gateway WAN address routes via the QoS enabled path.

4.2.5 Data connectivity (Other)
UC communications requires access connectivity for various other types of traffic, not described above, such as the TCP connections 
for presence and collaboration features. Also, the access network requires connectivity for non-UC traffic such as hosted business 
applications. External-facing firewalls and routers must be configured to allow UC and application traffic, both at the data center and 
at the customer site.

For Mitel application clients, the MiVoice Border Gateway includes templates and forms that simplify configuration when used in 
Server-Gateway mode. When MiVoice Border Gateway is deployed in the DMZ or in-line with third-party firewalls, communication 
paths must be manually provisioned through external-facing firewalls and routers.

Most Mitel management clients gain access through the MiVoice Border Gateway web proxy described above. In a service provider 
data center, manual provisioning is required for the scenario in which MiCloud Management Portal is deployed in the service provider 
domain and is used to manage UC components in the customer domain. Specifically, MiCloud Management Portal requires 1:1 NAT 
mapping between virtual addresses in the service provider address space for these managed components, which include MiVoice 
Business, MiCollab, and MiVoice Border Gateways, and the component addresses in the customer space and configuration to allow 
both web services and THRIFT protocol connections between MiCloud Management Portal and UC components. MiCloud 
Management Portal networking is discussed further in Network and networking considerations. Clients access the MiCloud 
Management Portal portal via web proxy through a MiVoice Border Gateway or a third-party proxy.

Probe is a data collection agent for Mitel Business Analytics, available as software or as a custom appliance. It may be installed in the 
data center or the customer site to monitor device and network performance. Probe connects to the Mitel Business Analytics server 
using HTTP secured with SSL. Probe always initiates IP connections with Mitel Business Analytics, and this outbound connection 
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passes most firewall rules without specific configuration. Client access to Mitel Business Analytics portal is available via a third-party 
proxy or firewall.

At the data center, any firewall in-line with the MiVoice Border Gateway in Server-gateway mode should not implement NAT. At the 
customer site, the firewall is expected to implement NAT, providing a unique port for identifying individual end-points.

For firewall protocol and port configuration rules for many Mitel applications, see the MiVoice Border Gateway Engineering 
Guidelines. Protocol and port requirements are included in product-specific engineering guidelines.

4.3 Connectivity Deployment Considerations
Network design for UC components in the data center and customer site has many options, depending, in part, on the type of access 
network being used, the service provider peering network, and the network capabilities available from an IaaS provider. This section 
includes design considerations that are specific to UC components, but is not intended as a comprehensive network analysis.

4.3.1 Access networks
Access between UC clients and UC servers located in the data center typically requires WAN connections. These connections may be 
over the PSTN, the Internet, or over private data paths. The following figure  shows a high level view of possible access networks.
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Customer sites connect over MPLS or other LAN extension technologies, shown with the Label Edge Router (LER), or over public data 
networks, shown with the Integrated Access Device (IAD). Resilient access networking may be achieved with dual connections and 
redundant networking equipment. In the case that the primary path is made via an MPLS connection with backup via the Internet, 
some means is required to trigger re-establishing connectivity through the back-up path. Two possible implementations are:

A multi-service edge router supporting both MPLS and IP networking, which automatically manages the link states
Implementing Hot Standby Routing Protocol (HSRP) between the access gateways to manage the network re-routing.

Using redundant edge routers provides improved resiliency, particularly for the multi-service router scenario.
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As discussed earlier, customer site networking equipment requires a routing exception to route Teleworker devices via the LER, rather 
than via the IAD. Routing over either device will work; the LER is expected to provide higher QoS than the IAD.

For the data center, there may be an in-line firewall outside of the control of the UC service provider. It is recommended that this 
external firewall NOT implement NAT. Network design and configuration is simplified if the externally visible IP addresses are 
configurable by the UC service provider.

MiVoice Border Gateway provides basic firewall capabilities, such as port blocking and forwarding based on Mitel Standard Linux 
static routing tables. The services implemented effectively provide application layer protection from distributed denial-of-service 
(DDoS) attacks. Acting as a firewall, MiVoice Border Gateway processing speed is sufficient for most sites as traffic is limited by the 
WAN pipe. An in-line third-party firewall provides additional protection, including Intrusion Detection System (IDS) and Intrusion 
Prevention System (IPS) with signature-based updating, UDP flooding protection, advanced port blocking and forwarding capabilities, 
and advanced reporting. An in-line IDS/IPS system can provide a measure of network layer DDoS protection. Any in-line firewall 
should disable SIP adaptation as it conflicts with MiVoice Border Gateway SIP handling. And, as mentioned above, any external firewall 
on the data center edge should not implement NAT.

4.3.2 Data center edge
The principal external gateways for UC systems are the 3300 ICP PSTN gateway and the MiVoice Border Gateway. The 3300 ICP is the 
service provider gateway for TDM trunks. The MiVoice Border Gateway provides both the service provider gateway for SIP trunks and 
the access gateway for application and management end-points.

The 3300 ICP provides both the PSTN gateway and call control engine. For smaller sites, both functions may be implemented with a 
resilient pair whereas for larger sites, these roles may be divided between user controllers and trunking gateways. MiVoice Border 
Gateway supports two deployment modes, Server-Gateway and Demilitarized Zone (DMZ). For a typical mid-size hosted UC 
deployment, example network deployments are shown below. The following figure shows a service provider network with MiVoice 
Border Gateway Virtuals in Server-Gateway mode.
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Also shown in the service provider graphic is the MiCloud Management Portal routing constraint. MiCloud Management Portal 
requires 1:1 NAT access to the managed UC components. This constraint exists for all single-tenant topologies, including SMB-LD.

For Enterprise deployments, Mitel Business Analytics (MBA)server may be deployed in the customer network, or accessed as a cloud 
service. In the Managed Service Provider Program, MBA can be deployed per-customer; MBA cloud-based services are not supported. 
The MBA server may be deployed in the DMZ or core LAN with web proxy via a third-party firewall. 

The MBA Probe is deployed wherever network health and monitoring is required, typically the customer site and core UC service 
provider network.

The PSTN is effectively a private network with well-controlled access. Networking for PSTN access to the 3300 ICP is based on 
dedicated connections—typically PRI or T1. The decision to deploy TDM gateways is largely based on considerations for resiliency, 
available service provider agreements, and existing equipment. For more information about PSTN networking and 3300 ICP as 
trunking gateway, refer to the MiVoice Business Technician’s Handbook. In both examples shown, MiVoice Border Gateway provides a 
SIP trunk proxy, Teleworker service, and web proxy.

When deployed as Server-Gateway, it also implements firewall and static routing capabilities. In Server-Gateway mode, the MiVoice 
Border Gateway is shown in parallel with a third-party firewall. The MiVoice Border Gateway provides access to the UC components, 
and a third-party firewall provides access to other business applications. This is the recommended deployment for Server-Gateway 
mode for large sites.

For smaller sites, MiVoice Border Gateway may act as the firewall for all of the core LAN servers. External addresses are required for 
each MiVoice Border Gateway, either with NAT to the DMZ address of the MiVoice Border Gateway or directly accessible on the 
MiVoice Border Gateway WAN interface.

The two major factors in choosing the MiVoice Border Gateway deployment mode are:

the existing IT networking and security policies
the existing network infrastructure

Other factors to consider include:

Security zones increase overall security of the network by confining attacks and breaches within a zone. The DMZ provides a 
security zone, as does separating the UCaaS servers from the other business servers in the Server-Gateway mode.
The firewall port blocking and forwarding is necessarily similar for DMZ and Server-Gateway modes because firewall rules are 
required to pass the UC traffic. Whether ports are opened in the firewall managing the DMZ or the same ports are allowed in 
the MiVoice Border Gateway in Server-Gateway mode has limited impact on overall security.
Networking equipment costs between the two options depend on the existing infrastructure. DMZ mode requires equipment 
to implement the DMZ, while Server-Gateway in parallel with the business firewall requires networking equipment from the 
Internet access drop to the MiVoice Border Gateway. DMZ mode deployed into an existing DMZ is the most economical.
Configuration and management, particularly trouble shooting, is easier with Server-Gateway mode. MiVoice Border Gateway 
provides built-in templates for Mitel products. In Server-Gateway mode, MiVoice Border Gateway owns the WAN address, 
avoiding unexpected routing to reach a firewall-owned address. Server-Gateway mode avoids firewall configuration issues 
such as UDP port mismatch.
Visibility and control, both monitoring and reporting, is typically more comprehensive with DMZ mode.

The two modes of operation, Server-Gateway and DMZ, affect MiVoice Border Gateway addressing and SIP conversion. Beyond these 
modes, MiVoice Border Gateway also offers various customization parameters to adapt to non-standard configurations. A custom 
profile may be used to override the default streaming addresses. IP translation tables may be used to translate IP addresses in call 
set-up, particularly useful for streaming between MiVoice Border Gateways on the same LAN.

4.4 Emergency Location (E911)
It is very important to ensure proper emergency call location is available to first responders.

Locating an end-user on a hosted solution can prove difficult, and is especially crucial when used with emergency location systems, 
such as E911.

If the business is small enough, the business location may be identifiable simply from the assigned DID/DDI number. This will be 
registered with the SIP trunk service provider.
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However, to locate an individual, especially where the business is physically large, or covers multiple sites, becomes more difficult. To 
assist in this situation, every user is assigned a DDI/DID number and the location of that individual is maintained in the SIP trunk 
service provider database and local PSAP authority.

It is important that the customer understand that when end-users change locations, they must inform the hosted service provider of 
this change so that the SIP service provider can be updated.

Before installation, the service provider must ensure that the location information stored with the SIP Trunk provider can be 
forwarded to the appropriate PSAP to service the customer. With the advent of IP networks, this is becoming easier, but some 
physical locations may not subscribe to this service, making E911 location services difficult for the SIP trunk provider. This is especially 
important where the SIP Trunk provider may host a number of DID/DDIs from many locations, but physically connect to the PSTN at a 
few major points of presence.

If a survivable gateway has been deployed on the customer premise, the gateway may also use PRI trunks for emergency calling. The 
MiVoice Business can include location information to be sent over these trunks. See MiVoice Business Engineering Guidelines and on-line 
help for further details.
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5 Networks and Networking
The following sections discuss networking, addressing, and QoS for the primary supported architectures.

Small Business (SB)
Small Medium Business-Low Density (SMB-LD)
Small Medium Business (SMB)
Medium Large Business (MLB)

The sections that follow discuss the networking considerations that affect all topologies, and the supported devices:

Networking and Quality of Service (QoS)

5.1 Small Business
All end customer access to the multi-customer applications is through network routed addresses. This does not preclude the use of 
MPLS or carrier managed networks with appropriate configuration of the end-customer access gateway.

The MiVoice Business Multi Instance server may be configured for VLAN or non-VLAN operation. The requirement is that the MiVoice 
Business Multi Instance server and the related multi-customer Mitel applications are reachable within a local area network. As such, 
the architecture supports the use of VLAN mode, provided that all applications reside in the same VLAN. When the MiVoice Business 
Multi Instance server is used in VLAN mode, the associated LAN switch must apply Layer 2 tagging at the port level to provide access 
from the untagged LAN to the tagged LAN.

5.1.1 Small Business QoS considerations
Quality of Service (QoS) must be provided end-to-end, from the user phone through to connection to the service provider. Consider 
the QoS settings on the Public Network connections, the customer access connection, and the customer LAN.

Where the end-customer and the service provider share a common Public Network, the service provider may provide traffic shaping 
and priority queuing through Service Level Agreements to ensure that priority marked packets are handled appropriately.

Peering arrangements between peer-to-peer Border Gateway Protocol (BGP) connected Public networks may also allow QoS to be 
honored between these networks, rather than over the Public Internet.

Although connections over the Public Internet are possible, SLAs and QoS are not typically honored due to uncertainty of the 
connection route over different networks.

It is recommended that customers provide a means of enabling QoS and queuing mechanisms within their own network. It may also 
be necessary to provide a dedicated voice connection; for example, to provide the necessary bandwidth and avoid access congestion 
with basic Internet routers. Traffic shaping units can also be included in the customer connection, either by the Public Network 
Provider, or installed on the customer site. These effectively throttle unmarked download traffic to provide sufficient bandwidth for 
voice traffic.

Connections that use the Public Network infrastructure are called Over-the-Top (OTT) deployments, since they use the Public IP 
addressing scheme, rather than dedicated connections that are customer and network-specific.

5.1.2 Small Business Addressing considerations
The service provider address space is a self-contained flat network and is totally isolated from the customer networks. Customers 
have their own local networks and private addressing schemes, many with overlapping IP addresses.

The service provider provides a public IP address on the user gateways. Users connect to the user gateways using their own public IP 
addresses provided by the carrier, or statically assigned IP addresses at the customer router. The customer router provides the 
network address translation from internal LAN address to external public address. The MiVoice Border Gateway translates customer 
public IP addresses to appropriate internal service provider addresses.
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Management access for the end-customer is available via a Public IP address associated with the service provider. The management 
portal authenticates access and translates connections to appropriate internal service provider addresses. If the service provider 
deploys a Mitel Business Analytics (MBA) server within the hosted address space, an additional public IP is required for this service. 
This allows the Mitel MBA Probes to connect to the central hosted server.

5.1.3 Small Business End-Customer considerations
The following are the end-customer considerations:

Customer Edge router for connection to the Public Internet network
Firewall/NAT proxy for connection to external networks
QoS enabled LAN networking to provide high quality voice service
Customers must provide a DHCP service to provide IP addresses to phones

5.1.4 Small Business Network and Carrier considerations
MiCloud Business is designed as a common network which is shared among multiple end-customers or tenants. End-users and 
tenants do not have direct access to the shared network. Access to the phone service is through a dedicated user, MiVoice Border 
Gateways. A dedicated public Internet facing management portal is provided to allow per tenant end-user and administrator 
configuration controls.

Internally, within the common network, the service provider provides VLANs for specific service isolation as well as QoS control.

Mitel Business Analytics is used to monitor and troubleshoot voice quality issues within the hosted network. Separate client units can 
also be deployed, per customer network, to monitor voice quality for existing service, also providing a voice quality prediction service 
for introduction or expansion of service.

It is likely that end-users will have overlapped IP addresses within their own networks. However, the use of NAT at the access gateway 
ensures that each user is assigned a unique public address and IP Port. The MiVoice Border Gateways provide NAT translation 
between the public hosted IP addresses and the internal network addresses. The MiVoice Border Gateway can also recognize when 
IP-Phones are deployed behind a common NAT/Firewall. Voice streaming can then be directed between internal customer devices, 
removing the need to traverse the Internet and reducing external bandwidth usage.

Hosted components require network connectivity to:

Third-party SIP trunk providers - Connection to the SIP trunk providers is accomplished through multiple MiVoice Border 
Gateways, which is configured with 1:1 redundancy. The MiVoice Border Gateway provides Session Border Controller (SBC) 
functionality to manage interoperability with third-party SBCs. The MiVoice Border Gateways are deployed as a cluster to 
allow sharing of SIP trunk licenses. Load balancing of outgoing connections is based on MiVoice Business Automatic Route 
Selection (ARS) tables. Load balancing of incoming connections is dependent on the third-party SBC capabilities. Overall load 
balancing is arranged to share the load across the MiVoice Border Gateways in the cluster. Connection to multiple third-party 
SIP trunk providers is supported. Multiple providers are used to improve reliability or select between alternate long distance 
providers.
Customer On-Premise networks - The Small Business architecture uses the customer’s existing public Internet connection. 
The main concern is the ability to satisfy QoS considerations over the public Internet.
External cloud services - Integration to cloud services is done through the Mitel Open Integration Gateway. The service 
provider should ensure that sufficient bandwidth is available to support the expected end-customer transaction traffic.

5.1.5 Small Business Service Provider considerations
Application Management Center – Mitel components require web service access to the license server for operational 
verification.

E911 services are expected to be provided by the SIP Trunk provider based on end-user DID numbers. Typically, the end-
customer is responsible for maintaining and updating the E911 location information. For the Small Business deployment, all 
users access the service as Teleworker users, and may not be located in the customer’s office locations. End-users should 
understand their responsibility in updating any changes to user locations.
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Mitel Performance Analytics Probe – web-based service for fault and performance monitoring.
E-mail forwarder for alarms and notifications.
Public DNS registrations for MiVoice Border Gateways.
Split DNS registrations for MiCollab Client operation.
Provisioning of a public facing customer management portal.
All connections to/from the hosted provider are though Border Gateways. MiVoice Border Gateways is needed for the 
customer facing connections, as it provides application level gateway functions. Example: redirection to local streaming, 
where possible.
Provisioning of the Redirection and Configuration Service (RCS). This provides a central location for the service provider to 
redirect deployed phones to the appropriate user gateway.

5.2 Small Medium Business-Low Density
Considerations for the SMB-LD architecture include management access, application programming, and licensing interactions. There 
are also scaling considerations based on the number of users and the number of Public IP addresses that are required to handle the 
number of customers. 

The SMB-LD deployment also allows full UCC connectivity for those customers that require it, without the service provider having to 
provide this to all customers.

The MPLS connection also allows access to other hosted applications, and provides the capability for a local trunk breakout MiVoice 
Business unit. Use of an MPLS connection allows SLA and QoS settings to be honored across the carrier network.

The following sections are not exhaustive, and are intended to provide guidance for reviewing this architecture and ensuring that 
significant details have not been overlooked.

5.2.1 Small Medium Business-Low Density component interactions and dependencies
The SMB-LD architecture is intended to cover the Small to Medium business market, although it can scale to a higher number of users 
and devices. The main factor that limits the scaling is the number of users that the MiCollab Client Multi-Tenant Service component is 
capable of handling. The number of MiVoice Border Gateways and MiVoice Business controllers are also driven by the number of 
users. Typically, the SMB-LD is deployed with up to 250 users, and associated devices, although this can scale up to thousands of 
users. Scaling details are discussed in Small Medium Business - Low Density Scaling. 

The core components of the architecture are the MiVoice Business and the MiVoice Border Gateway Virtual. MiVoice Business and 
MiVoice Border Gateway Virtuals are needed to provide voice connectivity, even if no other applications are required. Use of MiVoice 
Business Multi Instance allows high density of deployment and a cost-optimized solution for those customers that require basic voice 
telephony.

The SMB-LD architecture allows the deployment of a 3300 ICP remote trunking gateway at the customer site because the end-
customer network is directly connected to the hosted site, rather than via NAT and a public gateway. Programming the remote 
trunking gateway requires manual interaction, as it cannot be provisioned via MiCloud Management Portal. Manual programming 
creates a risk of database synchronization conflicts. Consult Mitel Professional Services before deploying a remote gateway.

The SMB-LD architecture can be combined with the SB architecture. In this arrangement, the MiVoice Business Multi Instance may be 
shared across both architectures, with some instances in the shared network with MiCollab Client Multi Tenant providing light UC 
services, and some instances in isolated networks with MiCollab instances offering rich UC services. The MiVoice Business Multi 
Instance must be operating in VLAN mode, with the management address on the untagged VLAN, the shared instances addresses on 
a common VLAN, and the isolated instances on unique VLANS. For the other platform components, their deployment is as per the 
relevant architecture.

The MiVoice Border Gateways provide the following functions:

SIP Trunk connections to SIP service provider
Teleworker phones with Mitel proprietary phones
UC connections for mobile UC clients and SIP soft phones

Scaling of the MiVoice Border Gateways is discussed in MiVoice Border Gateway Scaling.
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The service provider must consider the number of IP addresses to be provisioned on the MiVoice Border Gateway Virtuals across a 
number of customers. The service provider requires multiple public IPv4 addresses for the end-customers. 

For a core voice-only deployment without Teleworker phones, the MiVoice Border Gateway Virtuals are the only virtualized product 
within the deployment used only to connect to a SIP trunk service provider. In such a case, an alternative to multiple MiVoice Border 
Gateway Virtuals is a third-party VLAN-aware SBC. See the Mitel SIP Center of Excellence (SIP CoE) for the SBCs that are suitable for 
this function.

Where Teleworker users or UC functionality is needed, MiVoice Border Gateway Virtuals must be used to provide the necessary 
Application Level Gateway (ALG) functions between the public external and customer internal networks. Third-party SBCs do not work 
for these connections. 

Inclusion of the MiCollab Virtual server provides access to the full UCC capability. The MiCollab server needs to be linked to the 
MiVoice Business for the customer deployment. The number of users and type of users will determine the scaling of the MiVoice 
Business and MiVoice Border Gateway infrastructure. A MiCollab server must be deployed per customer for each customer requiring 
UCC capabilities.

The tenanted MiCollab solution is not VLAN-aware and will not work across multiple customers in this architecture.

Different voice mail deployments exist depending on whether the customer is voice-only, or if MiCollab Virtual is deployed for UCC 
functions. If the customer is voice-only, then the internal MiVoice Business embedded voice mail is used. If MiCollab Virtual is 
deployed, then the MiCollab Unified Messaging is used. MiCollab Unified Messaging provides additional UCC functions, including 
visual voice mail and e-mail integration. Different provisioning templates in MiCloud Management Portal apply, depending on whether 
the customer is voice-only or uses MiCollab capabilities.

The MiCollab Client can be associated with mobile devices such as smart phones and mobile PC tablets. These mobile devices must 
register through the customer MiVoice Border Gateway Virtual if full mobility outside of the business premise is required. The MiVoice 
Border Gateway must be scaled for these external connections. 

Where there are MiCollab Clients that will be external to the customer network, the MiVoice Border Gateway Virtual provides 
additional Application Level Gateway (ALG) functionality that is not provided by a third-party SBC, so MiVoice Border Gateway Virtuals 
are required with a UCC deployment.

Access to hosted cloud services, such as Salesforce and Google, is provided by a per customer Mitel Open Integration Gateway Virtual 
application. An Internet connection per customer is needed for this integration to work. 

5.2.2 Small Medium Business-Low Density QoS considerations
The availability and use of an MPLS circuit means that the connection between the customer and the hosted site is managed. This 
connection can have SLAs applied to it to ensure timely delivery of voice and signaling packets.

DSCP values must be consistent between the customer end-devices and the service provider’s hosted equipment. Performance is 
improved if the customer also employs consistent DSCP markings in their network equipment. 

Typically the data bottleneck is at the incoming connection at the customer premise, especially if this connection is shared with an 
Internet connection. Enabling QoS scheduling at the penultimate (next to last) router, at the provider edge, helps to ensure that voice 
and associated signaling are delivered to the required SLA.

5.2.3 Small Medium Business-Low Density addressing considerations
The service provider IP address space is a self-contained flat network. The service provider’s network is completely isolated from the 
customer networks.

Hosted customers have their own local networks and private addressing schemes. The customer-hosted IP addresses may overlap, 
because the service provider VLANs are used to differentiate the different customer networks within the hosted infrastructure. 

There are some restrictions of IP addresses that the customers can present to the hosted space on a particular MiVoice Business 
Multi Instance server. The same customer IP addresses and service provider addresses cannot be used on the same MiVoice Business 
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Multi Instance. In practice, the service provider will be using 10.0.0.0/8 addresses and the customers will be using 192.168.0.0/16 
addresses. Details of these restrictions are described in the MiVoice Business Multi-Instance Engineering Guidelines.

The service provider configures a public IP address on each customer external gateway. Due to the large number of customers, a 
large number of public IP addresses must be available. The IP addresses must be statically assigned to the gateways.

For management access into the customer hosted space, a 1:1 NAT router is needed for each customer. The router translates 
between a private service provider address and the private customer addresses. The router may be a physical device per customer, or 
it may be a virtual router—part of the virtual infrastructure.

Customer access to the MiCloud Management Portal is available though a public IP address at the edge of the service provider 
network. The MiCloud Management Portal authenticates access and translates connections to internal service provider addresses on 
the NAT routers, and eventually, to hosted units in the hosted customer space.

5.2.4 Small Medium Business-Low Density End-Customer considerations
The following items are considered for end-customers:

Dedicated MPLS connection to hosted service provider
Common carrier network with the service provider or carrier peering connections
Local DHCP on customer network
Local PSTN access can be provided with a trunking gateway.

NOTE: Manual management and configuration is required with a trunking gateway.

Level of UC functionality required and connection to other applications. A different architecture may be more suitable if a 
customer requires more UC functionality.
Direct connection to non-standard interfaces (example: SIP ATA for door openers)
Internet access is needed from the customer network for management and license verification

5.2.5 Small Medium Business-Low Density Network and carrier considerations
The following items should be considered for the network and carrier portions of the solution:

MPLS is needed for connection between end-customer and hosted site
Ability of the MPLS network provider to provide SLA and honor QoS
Customer alarm notification to dealer or service provider. Internet service and e-mail addresses are needed for sending alarm 
notifications.
Ongoing monitoring and alarm reporting requiring reseller and service provider access.
SIP device interoperability and SIP trunk provider interoperability must be verified with the SIP-COE
Access to applications for scheduled backups and storage, including process ownership and data storage location defined
MiVoice Border Gateway clustering and/or HA based on scaling requirements
Service provider VLAN and use of VRF router is a requirement for customer isolation and use of overlapped IP addresses

5.2.6 Small Medium Business-Low Density Service Provider considerations
The following items should be considered for the service provider deploying the solution:

Provision for remote management access (example: web proxy, VPN)
VPN connection enabled for remote management access
NAT router and management plane access to each hosted customer network for customer management
Template deployment for voice-centric deployment (without MiCollab) may differ from the UCC deployment (with MiCollab)
Performance, instances per server, and traffic considerations are needed for server scaling
Licensing model (UCC, a-la-carte, service provider, Enterprise)
Process defined for storage and access to user information to comply with regulations for security and privacy
Router ACLs for limited access into customer network (example: VRF)
A defined process for collection and provisioning of billing information from SIP service provider and communication to end-
customer
E911 and emergency location information must be consistent with that at the PSAP, regardless of whether calls are made 
over SIP trunks or local trunk breakout
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Turnover of service provider personnel and password access updates (example: password expiry, password updates)
Backup and recovery policies
Pre-deployment “sandbox” for pending updates
Inclusion of Windows and VMware components and licensing
Data center considerations including power, geo-location, cooling, security, and access
Maintenance and provisioning staff for local and remote date centers
Management access to local and remote data centers
SIP trunk service provider and scaling including consolidation of trunks over many customers
Pre-provisioning of IP addresses prior to delivery of customer end devices or use of SRC for end-devices
Overall service resiliency and redundancy risk plan considering single points of failure (example: physical environment issues, 
power failures, etc.)
Embedded per instance voice mail for voice-centric deployments or MiCollab for UCC deployments

The Service provider must  supply IP addresses for MiVoice Border Gateways.

5.3 Small Medium Business
The following sections highlight some considerations that apply to the Small Medium Business architecture. These lists of 
considerations are not exhaustive, and are intended to provide guidance for reviewing this architecture and ensuring that significant 
details have not been overlooked.

5.3.1 Small Medium Business QoS considerations
Quality of Service (QoS) must be provided throughout the customer premise LAN and the service provider Hosting LAN, across the 
MPLS network connecting the customer premise to the hosting network, and across the connection to the SIP trunk service provider.

Service Level Agreements should be established with the SIP trunk service provider to ensure that priority marked packets are 
handled appropriately. 

Teleworker connections are made over the public Internet, and SLAs and QoS are not typically honored due to uncertainty of the 
connection route over different networks. In the absence of SLAs, it is recommended that the customer provide a means of enabling 
QoS and queuing mechanisms within their own network and within the Teleworker's local network. Traffic shaping units can also be 
included in the customer connection, either by the Public Network Provider, or installed on the customer site. These effectively 
throttle unmarked download traffic to provide sufficient bandwidth for voice traffic.

5.3.2 Small Medium Business Addressing considerations
The customer's local network and the service provider's network that hosts applications for the customer use a private IP addressing 
scheme. The SIP trunk provider and the Internet service provider use the same public IP addresses to address the MiVoice Border 
Gateways. The MiVoice Border Gateways must use statically assigned IP addresses. Teleworker users connect to the Teleworker 
gateway using their own public IP addresses provided by the carrier, or statically assigned IP addresses at the customer router.

The service provider's router also provides the network address translation from internal LAN address to external public address. The 
MiVoice Border Gateway translates customer public IP addresses to appropriate internal IP addresses.

5.3.3 Small Medium Business End-customer considerations
Customer Edge router for connection to the MPLS network
Firewall/NAT proxy for connection to external networks
QoS enabled LAN networking to provide high quality voice service

NOTE: E911 services are expected to be provided by the SIP Trunk provider based on end-user DID numbers.
Typically, the end-customer is responsible for maintaining and updating the E911 location information. This is particularly important 
for Teleworker users who are not located in the customer’s office locations.
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5.3.4 Small Medium Business Network and Carrier considerations
MiCloud Business is designed with the customer’s address space extended into the hosted environment. Customer network isolation 
is achieved using VLANs and typical network isolation techniques, for example: firewalls and routing rules. Overlapped customer 
address spaces are allowed within these isolated networks.

Networks carrying voice must support QoS mechanisms to provide high quality voice services. Use of QoS mechanisms allow 
networking equipment to:

Traffic shaping based on layer 2 QoS tagging and/or layer 3 priority
Segregating voice and data network traffic into separate queues

To ensure good voice quality, it is recommended that you over-provision bandwidth capacity on LAN and WAN connections. Mitel 
Business Analytics may be used to troubleshoot voice quality issues.

Hosted components require network connectivity to:

Third-party SIP trunk providers - Connection to the SIP trunk providers is accomplished via multiple MiVoice Border Gateways, 
which should be configured with 1:1 redundancy. The MiVoice Border Gateway provides Session Border Controller (SBC) 
functionality to manage interoperability with third-party SBCs. The MiVoice Border Gateways should be deployed as a cluster 
to allow sharing of SIP trunk licenses. Load balancing of outgoing connections is based on MiVoice Business Automatic Route 
Selection (ARS) tables. Load balancing of incoming connections will depend on the third-party SBC capabilities. Overall load 
balancing should be arranged to share the load across the MiVoice Border Gateways in the cluster. Connection to 
multiple third-party SIP trunk providers is supported. Multiple providers may be used to improve reliability or select among 
alternate long distance providers.
Customer on-premise networks - The SMB architecture uses a dedicated MPLS connection to the end-customer sites. 
This MPLS connection allows virtual routing and forwarding (VRF) such that customer end-points securely access the LAN 
deployed MiVoice Business and MiCollab. End-points are connected to the LAN side of the server gateway. Deploying MiCloud 
Business Solution topologies with public network connectivity to customer sites is possible; the main concern is the ability to 
satisfy QoS considerations. For further guidance on possible deployment with public networks, contact Mitel Professional 
Services.
Remote client access - Remote clients access call control and applications over the Internet with connectivity through the 
MiVoice Border Gateway providing Teleworker service. The MiVoice order Gateways should be clustered to provide license 
sharing, MiNet end-point load balancing, and resiliency. As MiCollab Clients do not support redirection by the MiVoice 
Border Gateway, these clients cannot be load balanced; MiCollab Client resiliency is achieved with VMware high availability.
 External cloud services - Integration to cloud services is done through the Mitel Open Integration Gateway. The service 
provider should ensure that sufficient bandwidth is available to support the expected end-customer transaction traffic.

5.3.5 Small Medium Business Service Provider considerations
Application Management Center – Mitel components require web service access to the license server for operational 
verification
Mitel Performance Analytics Probe– web-based service for fault and performance monitoring
E-mail forwarder for alarms and notifications
Public DNS registrations for MiVoice Border Gateways

5.4 Medium Large Business
The following sections are not exhaustive, and are intended to provide guidance for reviewing
this architecture and ensuring that significant details have not been overlooked.

Flow Through provisioning changes the way MiCollab is networked with the MiVoice Business cluster. With MiCollab Release 7.2+, 
MiCollab participates in SDS communications for synchronizing changes with the clustered MiVoice Business controllers.

With MiCloud using Flow Through Provisioning, MiCloud Management Portal must be configured with the IP addresses of the 
clustered MiVoice Business controllers, both the address in the service provider address space and the address in the customer 
address space.
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DNS servers in both the service provider address space and the customer address space are recommended to support browser 
access via FQDN rather than IP address. DNS is required to support reach through capabilities to the embedded management 
interfaces. The following sections describe considerations for deployment of the MLB architecture.

5.4.1 Medium Large Business QoS considerations
Quality of Service (QoS) must be provided throughout the customer premise LAN and the service provider Hosting LAN, across the 
MPLS network connecting the customer premise to the hosting network, and across the connection to the SIP trunk service provider.

Service Level Agreements (SLA) should be established with the SIP trunk service provider to ensure that priority marked packets are 
handled appropriately. 

Teleworker connections are made over the public Internet. SLAs and QoS are not typically honored due to uncertainty of the 
connection route over different networks. In the absence of SLA, it is recommended that the customer provide a means of enabling 
QoS and queuing mechanisms in their own network and in the Teleworker local network. Traffic shaping units can also be included in 
the customer connection, either by the Public Network Provider, or installed on the customer site. These effectively throttle unmarked 
download traffic to provide sufficient bandwidth for voice traffic.

5.4.2 Medium Large Business Addressing considerations
The customer's local network and the service provider's network that hosts applications for the customer use a private IP addressing 
scheme. The SIP trunk provider and the Internet service provider use public IP addresses to address the MiVoice Border Gateway 
Virtuals. The MiVoice Border Gateway Virtuals must use statically assigned IP addresses. Teleworker users connect to the Teleworker 
gateway using their own public IP addresses provided by the carrier, or statically assigned IP addresses at the customer router. 

The service provider's router also provides the network address translation from internal LAN address to external public address. The 
MiVoice Border Gateway Virtual translate customer public IP addresses to appropriate internal IP addresses.

5.4.3 Medium Large Business End-Customer considerations
Customer Edge router for connection to the MPLS network
Firewall/NAT proxy for connection to external networks
QoS enabled LAN networking to provide high quality voice service

NOTE: E911 services are expected to be provided by the SIP Trunk provider based on end-user DID numbers. Typically, the end-
customer is responsible for maintaining and updating the E911 location information. This is particularly important for Teleworker 
users who are not located in the customer’s office locations.

5.4.4 Medium Large Business Network and Carrier considerations
MiCloud Business Solution topologies are designed with the customer’s address space extended into the hosted environment. 
Customer network isolation is achieved using VLANs and typical network isolation techniques, for example: firewalls and routing rules. 
Overlapped customer address spaces are allowed in these isolated networks.

MiCloud Management Gateway provides the 1:1 NAT capabilities to allow managed network connectivity between the service provider 
address space and the customer's address space. 

Networks carrying voice must support QoS mechanisms to provide high quality voice services. Use of QoS mechanisms allow 
networking equipment to:

Traffic shaping based on layer 2 QoS tagging and/or layer 3 priority
Segregating voice and data network traffic into separate queues

To ensure good voice quality it is also recommended that you over-provision bandwidth capacity on LAN and WAN connections.

A Mitel Performance Analytics Probe may be used to troubleshoot voice quality issues. Hosted components require network 
connectivity to:
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Third-party SIP trunk providers - Connection to the SIP trunk providers is made via multiple MiVoice Border Gateways, 
which should be configured with 1:1 redundancy; MiVoice Border Gateway provides Session Border Controller (SBC) 
functionality to manage interoperability with third-party SBCs. The MiVoice Border Gateways should be deployed as a cluster 
to allow sharing of SIP trunk licenses. Load balancing of outgoing connections is based on MiVoice Business Automatic Route 
Selection (ARS) tables. Load balancing of incoming connections depends on the third-party SBC capabilities. Overall load 
balancing should be arranged to share the load across the MiVoice Border Gateways in the cluster. Connection to multiple 
third-party SIP trunk providers is supported. Multiple providers may be used to improve reliability or select among alternate 
long distance providers.
Customer on-premise networks - The MLB architecture uses a dedicated MPLS connection to end-customer sites. This 
MPLS connection allows virtual routing and forwarding (VRF) such that customer end-points have secure access to the LAN-
deployed MiVoice Business and MiCollab. End-points are connected to the LAN side of the server gateway. Deploying MiCloud 
Business Solution architecture with public network connectivity to customer sites is possible; the main concern is the ability to 
satisfy QoS considerations. For further guidance on possible deployment with public networks, contact Mitel Professional 
Services.
Remote client access - Remote clients access call control and applications over the Internet with connectivity through the 
MiVoice Border Gateway providing Teleworker service. The MiVoice Border Gateways should be clustered to provide license 
sharing, MiNet end-point load balancing, and resiliency. MiCollab Clients do not support redirection by the MiVoice Border 
Gateway, so these clients cannot be load balanced. MiCollab Client resiliency is achieved with VMware high availability.
External cloud services - Integration with cloud services is accomplished using the Mitel Open Integration Gateway. The 
service provider should ensure sufficient bandwidth is available to support the expected end-customer transaction traffic.

5.4.5 MLB service provider considerations
Application Management Center – Mitel components require web service access to the license server for operational 
verification
Mitel Performance Analytics Probe – web-based service for fault and performance monitoring
E-mail forwarder for alarms and notifications
Public DNS registrations for MiVoice Border Gateway gateways

5.5 Networking and Quality of Service (QoS)
The choice of networking is largely determined by the service provider's available networking infrastructure and their commercial 
agreements, the service provider's MiCloud-based service offers, and the competitive pricing landscape for both services and 
networking.

This chapter addresses networking requirements to consider prior to deploying a UC solution. The networking requirements 
discussed here are relevant to service providers providing hosted solutions, data center operators, and installers and operators of any 
equipment located on customer premises.

QoS, network assessment, and end-point configuration
Wi-Fi Networks
WANs - QoS and SLA
Network Infrastructure for IP Phones
Public Network vs. MPLS
MiCloud Management Portal Access to Customer Site
Bandwidth Considerations

NOTE: Much of the material discussed in this chapter is covered in greater detail in the MiVoice Business Engineering Guidelines.

5.5.1 QoS, Network Assessment, and End-point Configuration
Network congestion due to high traffic levels can reduce the speed at which packets are transmitted, and cause delay in receipt of the 
packets. As network congestion increases, network switches and routers will often be forced to discard packets rather than 
forwarding the packets to the recipient. Packets are discarded when the network equipment cannot receive, process, and forward the 
incoming packets quickly enough. In some cases, packets may be discarded if they have been marked as low priority packets, and 
processing precedence is being given to higher priority packets.

When packets belonging to a real time voice or video stream are discarded by a switch or router, the audio quality or video quality 
experienced by the receiving end is reduced.
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When packets are discarded, a telephone call may break up to such a degree that the conversation becomes unintelligible, and 
participants in a video conference may receive an image stream that is delayed, and possibly heavily pixelated.

Layer 2 and Layer 3 QoS mechanisms are used to mark transmitted packets with a priority level. The priority level, or QoS setting, is 
used by network switches and routers to give packets with a higher QoS setting precedence over packets with a lower QoS setting or 
no QoS setting.

Network priority—QoS settings—are required to ensure the timely delivery of packets carrying data for real-time voice and real-time 
video over LANs and WANs. Use of the correct QoS settings on end-points, switches, and routers helps to ensure that users receive 
high quality voice and video services.

5.5.1.1 Network assessment

An assessment of the LAN should be conducted prior to installation of VoIP or IP video equipment. It is essential to assess the 
network, and if necessary, configure it to maintain good voice quality, video quality, and product functionality for users.

Depending on the results of the network assessment, the existing network may need to be modified, or equipment with QoS 
capabilities may need to be installed.

The network should be re-assessed any time there have been any major changes to the network design, or if there has been a 
significant increase in the number of users. 

The main network issues affecting voice and video quality are delay, jitter, and packet loss. Use the network limits shown in the 
following table to evaluate the results from a network assessment. For ideal voice and video packet transmission the LAN or WAN 
should comply with the values shown in the GO row.

STATUS PACKET LOSS JITTER END-TO-END DELAYPING DELAY
GO < 0.5% < 20 ms < 50 ms < 100 ms
CAUTION < 2% < 60 ms < 80 ms < 160 ms
STOP > 2 % > 60 ms > 80 ms > 160 ms

See the following guides for additional information about network assessment:

MiVoice Business Conference Phone/Video Phone Engineering Guidelines
MiVoice Business Troubleshooting Guide
MiVoice Business Voice Quality Troubleshooting Guide
Voice Quality Solutions Guide

5.5.1.2 Layer 2 and Layer 3 priority mechanisms

There are two areas where priority mechanisms can operate in the network to ensure that specific types of traffic is given higher 
priority than other types of traffic:

Layer 2 in the LAN, through use of VLANs and packet tagging
Layer 3 at network routers, and for WAN connections using Differentiated Services Code Point (DSCP) values

The following table shows the recommended Layer 2 and Layer 3 QoS settings for various traffic or service classes.

SERVICE CLASS RECOMMENDED
Layer 2 VALUELayer 3 VALUE

Telephony 6 46 (EF)
Signaling 3 24 (CS3)
Multimedia conferencing4 34 (AF41)
Real-time interactive 4 32 (CS4)
Standard 0 0 (DF) (BE)
For additional information related to:
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QoS settings for a particular application, end point or product Refer to the appropriate product documentation found on 
https://www.mitel.com/document-center/.

Troubleshooting voice quality, video quality and network QoS issuesRefer to the Voice Quality Solutions Guide, and the MiVoice Business 
Voice Quality Troubleshooting Guide, found on https://
www.mitel.com/document-center/.

Network QoS settings for third-party networking gear Refer to the manufacturer's documentation.

5.5.1.3 IP Phone: Obtaining network parameters

Installing IP phones requires programming each phone's networking parameters, including QoS settings.

Mitel IP phones, consoles, and conference units have a number of different methods that they can use to obtain networking 
parameters such as VLAN and QoS information. Each network parameter source is assigned a priority level. An IP phone seeking 
network parameters starts with the priority level five method, which has the highest priority, If all of the necessary parameters are not 
available from this source, the phone uses each decreasing priority level until all the required parameters are found.

The following table lists the various sources of networking parameters and the priority level.

SOURCE OF NETWORK PARAMETERS PRIORITY LEVEL NOTES
Manual entry (static) 5 Network parameters may be manually programmed by an 

installer through the phone set UI.

LLDP-MED 4 The IP phone's network parameters are obtained from an 
LLDP-MED-compliant L2 switch.

CDP

Cisco Discovery Protocol

3 CDP can provide VLAN information to the IP phone and 
QoS values that are compliant with Cisco.

Compatibility of the equipment can be inferred by the IP 
phone based on the fact that Cisco gear is present on the 
LAN.

DHCP 2 A DHCP server can provide the IP phone with network 
parameters.

Factory default values 1 The IP phone contains factory default networking 
parameters.

Teleworker Phones - obtaining a call server IP address

When an IP phone is first powered on in Teleworker mode, it attempts to find the IP address of the call server. In the case of a 
Teleworker phone, the call server is a MiVoice Border Gateway.

The Teleworker phone has three different sources that it can use to obtain the call server IP address. These sources, in descending 
order of precedence, are:

3 Manual (static) programming (via the IP phone's UI) Manual (static)
programming (via the IP phone UI)

2 DHCP server
1 Mitel Redirection and Configuration Service server

https://www.mitel.com/document-center/
https://www.mitel.com/document-center/
https://www.mitel.com/document-center/
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5.5.2 Wi-Fi Networks
When Wi-Fi networks are used to provide connectivity to IP phones and/or IP video devices, the wireless network must be evaluated 
carefully to ensure that it can support good audio and video quality.

The QoS standard for Wi-Fi networks is called WMM (Wi-Fi Multimedia). 

Along with geographical coverage and bandwidth considerations, the Wi-Fi network evaluation must ensure that WMM is employed 
and that the WMM settings are correctly mapped to L2 or L3 QoS settings. The following table shows the recommended mapping of 
values.

SERVICE CLASS L2 PRIORITY L3 PRIORITY WMM ACCESS 
CATEGORY

WMM CATEGORY

Telephony (voice) 6 45 AC_VO Voice
Signaling 3 24 AC_BE Best effort
Multimedia conferencing 4 34 AC_VI Video
Standard 0 0 AC_BK Background

For additional information, refer to the Wi-Fi access point product documentation.

5.5.3 WANs - QoS and SLA
The UC solution uses Wide Area Network connections to:

Connect remote office networks to the headquarters network
Connect user IP devices located on the customer's premises to a private cloud or data center
Connect user IP devices located on the customer's premises to a Hosted service provider

To ensure good voice and video quality, L3 QoS (DSCP) must be employed, and a Service Level Agreement (SLA) should be in place to 
ensure that the QoS requirements are honored by the WAN provider.

In some situations, there might be more than one network provider involved in establishing an end-to-end WAN connection between 
two particular locations. To ensure that QoS markings are honored end-to end across a WAN connection, it is imperative that the SLAs 
with all of the network providers involved be correctly set up with the same definitions, and that all BGP routers are configured 
according to the SLAs.

Sites requiring a high level of availability require both a primary and a secondary WAN link to provide a level of connection resiliency.

For some customers, the same level of service is required on both of the WAN links. If this is the case, then both the primary 
and secondary links need to have similar characteristics and the same SLA must be in place for both connections.
Customers not requiring the same level of service on both of the WAN links may be willing to accept a lower level of service in 
return for a cost savings by using a lower grade link as the secondary connection. In this situation, the customer may use an 
MPLS connection with an appropriate SLA as its primary WAN link, and the secondary link could be made over the public 
Internet where an SLA may or may not be available.

For VoIP engineering guidelines information, refer to the MiVoice Business Engineering Guidelines.

For information related to video conferencing over a WAN, refer to the MiVoice Business Conference Phone/Video Phone Engineering 
Guidelines.

5.5.4 Network Infrastructure for IP Phones
IP phones require basic networking infrastructure so that they may obtain firmware loads and networking parameters. Additional 
networking infrastructure is required to provide connectivity between the phones and the MiVoice Business controller. In some cases, 
network infrastructure may also be used to provide power to the phones over the LAN cabling.

For a list of the supported devices, see the MiCloud Business Solution Blueprint.

The following sections discuss the components that form the network infrastructure. 



MiCloud Business Engineering Guidelines

 62

•

•

•

•

•
•

•
•

It is necessary to consider where the network infrastructure is physically located. For instance, some components, such as TFTP and 
DHCP servers, may be physically located on the customer premise or they may be located off-site in a cloud or data center.

When deciding where to locate the TFTP and DHCP servers, consider if there are requirements for local survivability. For 
example, if the WAN link is down and the servers are located off-site, the phones will not be able to communicate with the 
TFTP and DHCP servers. Additional notes about the Small Medium Business - Low density architecture.
There are two different connection paths to consider for the SMB-LD architecture, the internal path within the customer 
network, and the external path via the Teleworker gateway.
In the SMB-LD architecture, the customer network is extended into the remote hosting site over a dedicated MPLS circuit. 
There are no gateways or breaks in the network. The MPLS connection is effectively transparent to the end-customer. As a 
result of this networking transparency, the customer can deploy any of the devices that are listed in the MiCloud Business 
Blueprint. There are some device restrictions for Teleworker connected devices.
Some additional configuration is needed at the customer MiVoice Border Gateway Virtual to proxy through the MiCollab 
Client Multi-Tenant Service connections when using UC-specific soft phones, For Teleworker-connected devices, there are 
some restrictions on the devices that can be supported. See the MiCloud Business Solution Blueprint for details.

5.5.4.1 TFTP server

MiVoice Business has an integral TFTP server which may be used to provide IP phones that are located on the same LAN with their 
application software. External TFTP servers may also be used, but to ensure that the phone software is at the correct revision for a 
given version of MiVoice Business software, it is recommended that the MiVoice Business integral TFTP server be used.

When remote or Teleworker phones are part of the UC solution, the MiVoice Border Gateway, which will have a copy of the current 
phone application software, will provide the Teleworker phones with their application software. If the phone application software on 
the MiVoice Border Gateway is out of date, the MiVoice Border Gateway obtains the latest phone software load from MiVoice 
Business.

For more information, refer to the MiVoice Business product documentation, the MiVoice
Business Engineering Guidelines and the MiVoice Border Gateway Engineering Guidelines.

5.5.4.2 DHCP server

IP phones can use DHCP to obtain their networking parameters such as IP addresses, L2 priority settings, L3 priority settings, and 
VLAN information. 

The following MiVoice Business products support integral DHCP servers:

MiVoice Business on a 3300 ICP platform
MiVoice Business Multi Instance

NOTE: When MiVoice Business Multi Instance is used in hosted site deployments that support multiple customers, the integral DHCP 
server should not be used because a single DHCP server cannot be shared by multiple customers.In the case of servicing multiple 
customers, multiple third-party DHCP servers must be used.

MiVoice Business for Industry Standard Servers (MSL-based DHCP server)
MiVoice Business Virtual (MSL-based DHCP server)

For more information, refer to the MiVoice Business product documentation and the MiVoice Business System Administration Tool 
Help.

5.5.4.3 Layer 2 and Layer 3 networking equipment

To ensure good voice and video quality, L2 and L3 networking equipment must support QoS mechanisms, and the switches and 
routers should be configured as per the recommendations shown in the Network Assessment section.

To increase system availability, L2 and L3 redundancy and resiliency mechanisms, and networking protocols should be employed.
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Some specific examples of redundancy mechanisms that can be used in network design are:

Use of fully redundant L2 and L3 networking equipment
Duplication of L2 switches and L3 networking devices
Duplication of stored data, i.e. duplication of DHCP servers
Duplication of storage devices, e.g. SAN, NAS, and RAID
Duplication of transmission paths via partial mesh networking to support redundant communication paths
Resilient topologies, i.e. hierarchical network design
Networking protocols, for example Spanning Tree, Open Shortest Path First, VRRP, or Cisco HSRP

The MiVoice Business Resiliency Engineering Guidelines discuss network design for resiliency and L2 and L3 resiliency/redundancy 
protocols.

The MiVoice Business Engineering Guidelines discusses network design practices for network maintainability and scalability.

The Mitel white paper called Network Design for Availability provides a detailed discussion on network design practices for achieving 
higher availability.

Configuration information for specific models of switches and routers is covered in the product vendor's documentation.

The Mitel portfolio of IP phones are LLDP-MED compliant. If LLDP-MED compliant L2 switches are deployed the IP phones will be able 
to use the LLDP-MED protocol for obtaining networking parameters. LLDP-MED is also useful or providing phone physical location 
information for E911 purposes.

5.5.4.4 Power considerations

Consider the entire voice path from one device to another when distributing power. Consider especially which devices need to 
maintain power during a general power outage. Devices (such as phones) and the underlying network infrastructure continue to need 
power for phone service to be maintained.

The networking infrastructure requires UPS systems so that power can be maintained. See the manufacturer's data sheets for each 
product's power requirements.

L2 switches that support PoE and are compliant with IEEE 802.2af and/or IEEE 802.2at should be considered for use as access layer 
switches to provide connectivity and power over Ethernet cabling to the IP phones.
PoE L2 switches allow the IP phones to be powered and managed from a common location. Additionally, a UPS system can be co-
located with the L2 PoE switches so that L2 switch power and IP phone power can be maintained from a centralized location during a 
mains power outage.

Additional information can be found in the MiVoice Business Engineering Guidelines and the L2 switch and router product 
documentation.

5.5.4.5 Cabling infrastructure

LAN cabling should, at a minimum, be Category 5-compliant end-to-end. For information about LAN cabling refer to the MiVoice 
Business Engineering Guidelines.

For installations where the LAN cabling is Category 3 and there are circumstances that prevent the customer from upgrading the 
wiring plant, the StreamLine L2 switch can provide both power and connectivity to the IP phones. For additional information, refer to 
the StreamLine product documentation on Mitel Connect.

5.5.5 Public Network vs. MPLS
How can a carrier use MPLS to provide a network infrastructure that is both publicly-accessible while providing private connections 
for customers when required?
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There are a number of ways that an MPLS network can be deployed, whether for private use only, for public use, or a mix of these 
requirements. The figure highlights a typical configuration that deploys both private and public connections:

For a public MPLS connection, the end-customers and the service providers each have a router that has access to a unique public IP 
address. The IP addresses are provided by the carrier. Typically the carrier then directs any public IP traffic to the carrier’s Internet 
gateway. Connections to public IP addresses in the carrier network are internally routed. Other public IP addresses are routed 
externally.

The advantage for the hosted service provider is that the public IP address can be reached from any network globally. Service Level 
Agreements can be applied to end-customers and service providers that share a common carrier/MPLS provider. One disadvantage is 
that all traffic must go through the common carrier Internet gateway. The carrier may be able to overcome this disadvantage by 
providing public routing within the network, but this also incurs management overhead of the devices and programming of routes, 
which the carrier may be less willing to do on a public connection.

For a private MPLS connection, the end-customer and hosted service provider share the same carrier network. The carrier network 
may use public IP addresses that are restricted from going out of the carrier Internet gateway by the router's access control list, or 
may opt to use private IP addresses that are not Internet routable. The routers at the customer and service provider are provisioned 
with dedicated routing rules and connections. In effect, the two end-connections and networks are provided with a transparent tunnel 
across the MPLS network. Advantages include security, plus the ability to provision Service Level Agreements with 
dedicated bandwidths, which may not be available via the carrier’s Internet gateway. 

MPLS carriers that wish to remain completely private do not provision an Internet Gateway. All connections are then private within the 
carrier space, and each connection has to be uniquely provisioned.

5.5.6 MiCloud Management Portal Access to Customer Site
The figure below shows the service provider network, the end-customer network and the NAT router that allows the two separate 
networks to communicate with each other.

The service provider's network uses private IP addresses in the 10.0.100.0/24 range, and the end-customer's LAN uses private IP 
addresses in the 192.0.101.0/24 range. 

The MiCloud Management Portal resides in the service provider's network and must be able to communicate with the applications 
that reside in the end-customer's LAN.
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Since the service provider's LAN and the end-customer's LAN are using different IP address ranges, a 1:1 NAT router is needed to 
connect from the SP network into the customer network.

MiCloud Management Portal supplies the address required to allow the customer hosts to communicate with each other in the 
customer network.

During the initial network configuration, IP addressing relationships must be established. Using the figure as an example, the service 
provider and end-customer DNS machines would be programmed with the values in the following table (Service Provider and end-
customer DNS entries), and the NAT Router would be programmed with the IP address mappings in the next table (NAT Router 
configuration).

Service Provider and end-customer DNS entries:

DNS 
CONFIGURATION

FQDN IP ADDRESS

Service provider Customer_1_MiCollab 10.0.100.2
Customer_1_MiVoice Business_A 10.0.100.3
Customer_1_MiVoice_Business_B 10.0.100.4
Customer_1_MiVoice_Border_Gateway10.0.100.5

End-customer Customer_1_MiCollab 192.0.101.20
Customer_1_MiVoice Business_A 192.0.101.30
Customer_1_MiVoice_Business_B 192.0.101.40
Customer_1_MiVoice_Border_Gateway192.0.101.50

NAT  Router configuration:

END-CUSTOMER IP ADDRESSSERVICE PROVIDER IP ADDRESS
192.0.101.20 10.0.100.2
192.0.101.30 10.0.100.3
192.0.101.40 10.0.100.4
192.0.101.50 10.0.100.5

The figure shows how MiCloud Management Portal and the applications in the Customer's network communicate with each other. 
NAT routing can be done using MiCloud Management Gateway or VMware vCloud Networking and Security (vCNS).
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5.5.7 Bandwidth Considerations
Even when QoS mechanisms are employed in the network so that video and voice packets are handled with the requested priority by 
L2 switches and routers, it does not alleviate the requirement to verify that there is sufficient network bandwidth to carry all of the 
expected traffic.

QoS mechanisms are designed to ensure specific classes of traffic receive consistent treatment from networking equipment, but with 
insufficient bandwidth, QoS cannot guarantee performance for the high priority traffic such as video, nor does QoS ensure that low 
priority traffic will not be completely blocked by higher priority traffic such as video.

If a network interface does not provide enough bandwidth, or a network router is unable to process the volume of packets it is 
receiving quickly enough, the packets will be at risk of being corrupted, delayed, or completely lost, regardless of the QoS setting 
applied to the packets.
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5.5.7.1 Bandwidth consumption

Before determining the bandwidth requirements for a particular communication link, it is important to consider the traffic flow and 
where devices are located relative to their controllers. The use of compression zones and IP networking may also have a bearing on 
traffic flow in parts of the network.

To determine what the total bandwidth consumption will be for a particular link, consider:

Call traffic patterns
Number of voice calls and whether they will be compressed
Number of video calls and which CODEC will be used
Number of video conferences and which CODEC will be used
Data traffic, regular business traffic, and traffic patterns
Maintenance traffic, file backup processes, and when they run

Information about how to calculate voice media bandwidth, the effect on bandwidth when using different CODECs and IP trunking are 
discussed in the MiVoice Business Engineering Guidelines.

Bandwidth consumption for video conferences using the MiVoice Video Phone is covered in the MiVoice Conference and Video Phone 
Engineering Guidelines. For information about the bandwidth required for MiCollab, see the MiCollab Engineering Guidelines.

The bandwidth required for third-party applications should be available in the vendor documentation. If bandwidth utilization 
information is not available, network monitoring tools can be used to determine total bandwidth and peak bandwidth requirements. 
Network monitors can be run over a period of time to determine patterns.

Many routers provide embedded tools that can be used for measuring bandwidth consumption, and this is another option for 
determining bandwidth utilization.

5.5.7.2 MiVoice Business Compression zones and bandwidth management

CODECs are devices or programs that encode or decode a signal into a digital format. The payload might be voice, video, or FAX data. 
Different CODECs can provide different sized payloads given the same input information. A reduction in payload is often referred to 
as compression.

IP phone calls that typically require compression are those for which the call traverses an IP trunk or a WAN connection with limited 
bandwidth. Compression zones are used to define where compression will be used. The decision about whether to use compression 
for a call is based on how compression zones have been configured on MiVoice Business, and the zone with which a particular phone 
is associated.

Establishing compression zones defines where compression will be used for a voice call, but there is nothing limiting the number of 
calls that can be placed across a connection. In fact, it  is possible to oversubscribe a link by placing too many calls across the link. 
There is a potential for all calls on the link to suffer transmission impairments when a link is oversubscribed.

Use bandwidth management and Call Admission Control to monitor the usage of the communication links, and determine whether a 
call should proceed (or not proceed) across the communication link based on whether or not the link has reached its maximum 
capacity.

The terms “Bandwidth management” and “Call admission control” are often used interchangeably to describe the management, and 
potential re-routing, of calls across an IP network between end devices. These are actually two separate concepts:

Bandwidth management gathers information about the availability and use of bandwidth on particular connections and links.
Call Admission Control uses this information to decide whether a call should be completed or not.

Although the IP network is often considered as a “cloud,” it is actually made up of many parts, including LANs, MANs, and WANs. There 
are constraints on the amounts of data that can be handled at the transitions between the different networks, and often within the 
networks themselves.
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If a link is bandwidth limited, it is desirable to be able to determine the available bandwidth across the link and manage it to ensure 
that it is available for voice use. After the bandwidth is known, it is possible to determine how many virtual channels can be 
established and to admit, redirect, or reject calls based on current available resources, that is, bandwidth. The latter is the task of Call 
Admission Control between end-nodes.

The MiVoice Business Engineering Guidelines and the MiVoice Business System Administration Tool Help provides detailed 
information about establishing compression zones, and how to use Bandwidth Management to prevent over-subscription on a 
connection.
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6 Applications
This section discusses the networking considerations specific to each application.

MiCloud Management Gateway
MiContact Center Business
MiVoice Call Recording
MiCloud Business Analytics
Vidyo
MiCollab Client Deployment and Redirect Server
Redirect and Configuration Service server
MiTeam
MiVoice Business Console
6900 Avatars in a Cloud Deployment

6.1 MiCloud Management Gateway
The MiCloud Management Gateway is optimized for deployments spanning multiple VLANs.

Specific networking requirements include:

Customer networks with overlapping addresses are supported.
Customer networks require unique VLANs accessible via a single VLAN trunk. A single customer may have multiple VLANs.
The service provider network must have non-overlapping addresses in a single tagged or untagged VLAN. If the service 
provider uses a VLAN, it must be unique from the customer VLANs.
All service provider applications connecting through the MiCloud Management Gateway must operate from trusted networks 
of the management plane gateway. (The MSL management interface is used to specify the trusted networks.)
The MiCloud Management Gateway requires an address in the service provider network; that is, the MSL system address for 
the application.
For connections initiated to customer end-points, referred to as “southbound,” addresses must be allocated in the service 
provider network space for each customer end-point, and a single primary service address must be allocated in the customer 
network. Multiple management applications can use the same primary service address of the MiCloud Management Gateway.

For connections initiated to service provider end-points, referred to as “northbound,” service addresses must be allocated in the 
customer network space for each service provider end-point. Customer end-points must be configured as destination addresses 
with associated addresses in the service provider network.

Port translation is not performed.

MiCloud Management Gateway supports IPv4 only.
MiCloud Management Gateway requires two network interfaces:
One using a tagged or untagged VLAN addressed in the service provider network
One using a VLAN trunk to reach customer networks

To ensure network security, MiCloud Management Gateway provides filtering based on IP address, protocol, and port. More 
specifically, all traffic from the management network is blocked unless the source IP is in the local networks list, and all traffic from the 
customer network is blocked unless the source IP and TCP/UDP port or ICMP is configured (in the Services tab of the MMG 
configuration interface in MSL). All traffic from one customer network to another customer network is blocked.

For information and configuration instructions, see the MiCloud Management Gateway Help.

6.2 MiContact Center Business
MiContact Center Business networking requirements include connections to:



MiCloud Business Engineering Guidelines

 70

•

•

•

•
•
•
•

•

•

•

•
•
•
•

•
•

•

•

•
•
•
•

MiVoice Business controllers using IP trunks to trusted 5020 ports for IVR media streaming capabilities (using MiTAI for CTI 
events and MiContact Center Business routing capabilities).
For larger contact centers with two tier MiVoice Business architecture, IVR servers connect to 5020 ports on the Queuing 
gateways and MiContact Center Business server connects (using MiTAI) to the Agent controllers.
Remote servers require connectivity to the Contact Center Business server for configuration, statistics, media files, and 
software updates.
Contact Center desktop clients using standard sockets
Contact Center web clients using HTTP or HTTPS
External e-mail servers using IMAP for report distribution and alarm notifications.
Multi-media Contact Center requires connectivity to the media sources:

IMAP and SMTP (or Secure IMAP and Secure SMTP) to the e-mail provider. Multi- Media Contact Center supports both 
premise-based servers, such as Microsoft Exchange, and cloud services such as Google Gmail and Microsoft Exchange 
Online.
HTTP or HTTPS to the web server, Microsoft IIS and Apache. for hosting the customer facing chat window for real-time 
web chat
HTTP or HTTPS to the SMS provider web services API for SMS messages

For remote desktop and web clients, MiVoice Border Gateway provides pre-configured connectors to support Contact Center clients.

6.3 MiVoice Call Recording
For MiVoice Call Recording, networking requirements include MiVoice Call Recording Server connections to:

Off-board SAN or NAS storage and off-board SQL server, when used
MiVoice Border Gateway-SRCs using a control interface over TCP, and audio streams (G.711 or G.729) over RTP/UDP
MiVoice Business controllers using MiTAI for CTI events
MiContact Center Business control interface over TCP for Contact Center Client integrated recording. This is supported only 
for single tenant (MLB) deployments
Desktop clients using standard sockets. Audio playback is streamed in GSM mono or G.729 stereo.
Web clients using HTTP or HTTPS with audio playback using MP3 format.

For remote desktop and web clients, access to MiVoice Call Recording must be configured through a third-party router and firewall. 
MiVoice Border Gateway does not support MiVoice Call Recording remote client connections.

6.4 MiCloud Business Analytics
For Mitel Business Analytics, connections are required to:

Delivery Controller to each MiVoice Business for SMDR, using TCP/IP output streaming with the Delivery Controller acting as a 
TCP/IP client
Delivery Controller to the cloud server using TCP, with an encrypted connection through a third-party firewall

For multi-tenant architectures, the collector node may be networked to multiple MiVoice Business controllers, all residing in the 
shared customer address space. For single tenant architectures, the collector node is deployed in the service provider address space, 
and connects to MiVoice Business controllers in the customer address space using the MiCloud Management Gateway.

6.4.1 Delivery Controller
The Delivery Controller runs on the Windows operating system and is supported on:

Microsoft Windows 7, 8
Microsoft Windows Server2008 R2 SP1, 2012
Industry Standard Server (ISS)
• Virtual appliance on VMware platform

The Delivery Controller provides pre-processing of the SMDR records. For nominal traffic rates, server specifications are listed in the 
table below.
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END POINTS VCPU CPU (GHZ) RAM (GB) DISK SPEED (RPM, IOPS) DISK (GB)
Up to 15,000 2 5 8 10,000, 125 10
Up to 60,000 4 10 16 10,000, 140 100
Up to 120,000 8 20 16 15,000, 175-210 200

Specifications for use on Industry Standard Servers are similar, translating vCPU to cores with minimum speed 2.6 GHz each.

End-customer access is made using web-based browsers from the desktop or mobile device using iOS, Android™, or Windows® 
operating systems.

6.5 Vidyo
For Vidyo services, the following connections are required:

MiCollab Server to VidyoPortal using the web services interface
MiCollab Server to MiCollab Clients (using the MiCollab Client user interface for creating connections)
MiCollab Client desktop and mobile clients to VidyoPortal using the web services interface
Vidyo clients to VidyoRouter using SIP-based connections

For authentication services, MiCollab server and VidyoPortal must have a valid certificate to support the HTTPS connection. Remote 
clients can connect to the MiCollab Server using the MiVoice Border Gateway and to the Vidyo cloud servers using third-party firewalls 
and routers.

6.6 MiCollab Client Deployment and Redirect Server
The Redirect Server is provided as a Mitel cloud service and is publicly reachable over the Internet. The Redirect Server supports 
secure web services connections from MiCollab for Mobile clients and MiCollab Client Deployment components.

Networking requirements for the MiCollab Client Deployment component include connections to:

Redirect Server to push the deployment URLs and related deployment credentials, using the web services
MiCollab mobile clients to provide configuration data using web services
MiCollab for management integration using either SAS Thrift™ interface for integrated mode, or MiCollab Client SOAP 
interface for co-located mode
MiVoice Border Gateway to retrieve Teleworker parameters using web services (REST interface)
MiCloud Management Portal for management integration using Apache Thrift™

MiCollab Client Deployment must be publicly reachable from the Internet. A MiVoice Border Gateway may be used as a web proxy to 
the MiCollab server.

6.7 Redirect and Configuration Service server
The Mitel Redirection and Configuration Service (RCS) is a service that offers touchless deployment, firmware control, and branding of 
certain Mitel devices. Mitel’s RCS eases the issues Service Providers face with mass deployments. By entering the MAC address of a 
device into the Global RCS server, upon initial boot-up, the device can be loaded with the proper pre-determined firmware version, 
and then routed to its assigned server for configuration.

The RCS simplifies the Service Provider deployment of Teleworker phones for all topologies. It is useful for the Small Business 
topology, where all IP-Phones are deployed as Teleworker.

The use of RCS allows the service provider to identify the phones through their MAC access and the end-customer that these are 
delivered to. Typically for a Teleworker phone, a FQDN or gateway IP-Address must be programmed into the phone to obtain service. 
This information may be provided either statically in the phone or though defined vendor options in DHCP. This is the normal 
operation for on premise deployments. Most Teleworker deployments do not provide such DHCP capabilities, and static 
programming by end-users may be error-prone. If DHCP information or static information is lacking, then the phones are pre-
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programmed to search out the RCS service to receive updates and redirection information to the appropriate gateway. Use of RCS 
also eliminates the need to statically program devices by the service provider prior to delivery to the customer.

Further details on the RCS server can be found under the ‘MiCloud Business for Service Providers Technical Documentation’.

6.8 MiTeam
For Public Hosted (Small Business) deployments, MiTeam is deployed as a fully cloud-based solution. This is a multi-customer 
deployment and allows a single service provider to serve multiple customers under a common organization. Collaboration services 
are provided as an add-on to current telephony services when multi-tenant collaboration services are not available within the service 
provider network.

For Private Hosted (Medium Large Business) deployments, MiTeam is deployed as a hybrid solution, with local MiCollab collaboration 
services and MiTeam Stream in the cloud.

The MiTeam Meet services are provided with MiCollab Client services, which provides the necessary proxy service to the cloud. 
Customers must have access to MiCollab Client to make use of the MiTeam services.

Users and guests access the MiTeam services through a web browser that is connected to the MiCollab Client or MiCollab Client Multi-
Tenant (SB) service. Proxy web connections to MiCollab Client need to be configured on appropriate MiVoice Border Gateway units for 
users external to the network, such as Teleworkers or guests.

The MiCollab Client proxies the user browser connections on to the cloud MiTeam Meet service via an external Internet 
connection. Information from this service is presented back to the user within the web browser. Media routing for collaboration and 
screen sharing is dependent upon the deployment and whether the connection is from a MiTeam user or a MiTeam guest. More 
details are provided in the topology sections, below.

The solution provides the capabilities to interface to the PSTN, thus allowing guests to join in a collaboration bridge session. This 
applies to all topologies. For Private Hosted (MLB) deployments, this connection terminates on the MiCollab Collaboration and 
Conference service. For the Public Hosted (SB) deployments, this connection is forwarded on a dedicated SIP trunk to the cloud 
collaboration bridge.
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6.8.1 Public Hosted Cloud MiTeam Meet call routing (Small Business)
The phone audio media connections and routing are shown in the diagram below: 

The call flow is as follows:

Internal connection: A unique speed dial, or extension number, is assigned to a specific SIP Trunk peer profile and path. This 
path terminates at the SIP trunk SBC of the cloud MiTeam Meet. Users will need to provide a unique conference PIN. This 
connection will consume one SIP trunk license
External connection: An external guest will dial a unique DID that is published with the main SIP trunk carrier. This will route 
the call to the customer, which will then be forwarded on to the SIP trunk SBC of the cloud MiTeam Meet. Users will need to 
be provide a unique conference PIN. This connection will consume two SIP trunk licenses, one for the incoming connection, 
one for the outgoing connection. As the two calls are not associated with each other, the audio will be hair-pinned at the 
service provider facing MiVoice Border Gateway.

It is possible to publish the same guest conference DID number and associate a number of SIP trunks to this. It is possible to associate 
a number of SIP trunks to the SIP connection to the MiTeam Meet service. It is possible to run multiple conferences from the same 
customer, each conference being identified by a unique PIN number, which the user will need to provide. MiTeam Meet also checks 
the incoming connection against the provided PIN number so that overlapped PIN numbers are possible across multiple customers 
and other customers cannot join another customer's bridge, via MiTeam Meet.

Web access is provided via the customer MiVoice Border Gateway web proxy portal. This connects to the MiCollab Client, which then 
proxies the connection on to the MiTeam Meet cloud service.
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6.8.2 SIP Trunk Licenses 
Additional SIP trunk licenses for this service are consumed at a rate of (Internal Call + 2 x External Call).

For example, if the customer already has existing trunks, but wishes to add the service, they may decide that five channels will be 
used for internal users, and three for external. This would require an additional 11 SIP trunk licenses. MiVoice Business will limit when 
the licenses are consumed. MiTeam Meet also provides some limits; these are provided in the sections below.

6.8.3 SIP Trunk registration and media connections to MiTeam Meet for collaboration
MiTeam Meet currently covers four different global regions with four different media gateway registration points. Ideally, a customer 
should register their SIP trunk with the nearest geographic media gateway access point. Choosing a site may also depend on local 
data sovereignty requirements.

Typically, calls with external users and with external guests are likely to remain within a geographic region, and therefore connectivity 
will be focused on that one central point. However, there are situations where this might not be the case, such as a user travelling to a 
different region, or a business that spans multiple regions, or collaboration between businesses in different regions.

To cover these situations, the data centers and media gateways are connected and share information. SIP Trunk Signaling and 
registration remains with the local region. However, voice will be re-routed to the prime conference bridge, as needed. An example is 
shown in the diagram below: 

 In this diagram a customer is distributed across two regions, with each site registered to their local SIP media gateway. A user in the 
NA region decides to hold a Collaboration meeting. The media from Site B, for this meeting, will be forwarded to the media gateway in 
the NA region, even though signaling will remain registered with the local gateway. The connection between the different regional 
data centers will ensure that the media is forwarded to the appropriate media gateway bridge.
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6.8.3.1 SIP Trunk and Media Gateway connections

The following media gateways are available to terminate SIP trunks as well as providing collaboration meetings:

Mitel Branded Region

california.miteamsip.mitel.com North America (California)

ireland.miteamsip.mitel.com Europe (Ireland)

brazil.miteamsip.mitel.com South America (Brazil)

singapore.miteamsip.mitel.comAsia Pacific (Singapore)

6.8.4 MiCollab Client, Customer registration and geo-location 
The MiTeam Meet service requires a web connection from the MiCollab Client Server to the MiTeam Meet (Cloud Services) to 
complete the web proxy connection. This connection is currently homed to a single location with the US. Geographic settings are 
provided within the MiCollab Client Server to identify the region where Stream data is stored. The settings are described in the 
MiCollab Client Deployment Guide.

For the Private Hosted cloud (MLB) deployments, the MiTeam Meet collaboration session is held within the business MiCollab server 
(Media Server). All users are directed to this location. Any recordings are held locally with the MiCollab Collaboration and Conference 
server. Data associated with the MiTeam Stream, such as chat and documentation, is stored at one of the cloud storage locations 
defined within MiCollab server. Data and service connections are described in the following graphic.

http://california.miteamsip.mitel.com/
http://ireland.miteamsip.mitel.com/
http://brazil.miteamsip.mitel.com/
http://singapore.miteamsip.mitel.com/
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For the Public Hosted cloud (SB) the MiTeam Meet collaboration session is held at one of the cloud media gateways. Any recordings 
from a meeting are forwarded onto the Stream storage location, after the meeting is completed. The MiTeam Meet media gateway to 
use is defined by the location of the person calling the meeting. For example, if the MiTeam Stream owner is in Europe, then data for 
this Stream is stored in Europe. 

When someone on this Stream, located in US, decides to call a meeting, this initiates a MiTeam Meet collaboration session in the US, 
and subsequent participants will join at the media gateway in US. Any recordings from the meeting are temporarily held in the media 
gateway and forwarded to the Stream location after the meeting completes, in this case Europe. If the MiTeam Meet is initiated in 
Europe, then the European gateway will be used for the collaboration session and US participants will join in Europe. Any recordings 
will be forwarded to Europe, in this case remaining at their location.

6.8.5 Media Routing for the Small Business Public Hosted deployment
The Public Hosted solution consists of a common Service Provider that offers service via a public gateway to the end users. These end 
users have their own networks and connect to the service provider over a public network connection, which could include the 
Internet. The MiTeam Meet (Cloud Services) also resides on the public Internet and the hosted service provider connects to this for 
the MiTeam Stream and collaboration capabilities.

There are three major connections to consider:

User Web Access (including File sharing, Chat and MiTeam Stream)
User Collaboration and Screen Sharing
User Audio
User Video

All connections for the Web Access are directed from the user location to the border gateway and then the MiCollab Client Multi-
Tenant. An end-user customer must have a MiCollab Client to obtain the MiTeam functions. The MiCollab Client will then proxy the 
connections from the end-user customer to the MiTeam Meet (Cloud Service). A local Internet gateway connection is needed to 
forward this connection to the cloud services.
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Media connections are shown in the diagram below:

MiTeam Users access the MiTeam services in the following manner:

Web Access is via the MiTeam Stream Frame insert, over the public network to the service provider border gateway. This is 
then forwarded to the MiCollab Client Multi-Tenant Server, where the connection is then proxied to the MiTeam Meet (Cloud 
Services). This uses the Internet Gateway of the service provider and this connection may be used by many end-customers.
When a MiTeam User joins in with a Collaboration “Meet”, the invitation and control are via the web access. The screen 
sharing media for the connection is redirected to the MiTeam Meet (Cloud Services) collaboration media bridge of the user 
that initiated the MiTeam Meet session. Collaboration with a Mobile Phone requires the MiCollab Mobile Client.
User audio can reach the collaboration bridge as described in the table below, under MiTeam User column.
Video connections follow the same path as the collaboration data after the user is connected to the meeting.

MiTeam guests access the MiTeam services in the following manner:

Web Access is via the MiTeam Stream Frame insert, over the public network to the service provider border gateway. This is 
then forwarded to the MiCollab Client Multi-Tenant Server, where the connection is then proxied to the MiTeam Meet (Cloud 
Services). This uses the Internet Gateway of the service provider and this connection may be used by many end-customers.
When a MiTeam guest joins in with a Collaboration “Meet”, the invitation is via the web access, or e-mail. The screen sharing 
media for the connection is redirected to the MiTeam Meet (Cloud Services) collaboration bridge of the user that initiated the 
Meet connection. Collaboration Screen sharing is not supported on mobile phones for guest access.
Guest audio can reach the collaboration bridge as described in the table below, under MiTeam guest column.
Video connections follow the same path as the collaboration data after the user is connected to the meeting.
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Public Hosted SB topology MiTeam audio connections

Audio device MiTeam user Guest user

PSTN Phone, e.g. home phone DID/DDI Incoming Call
Call-back option from Web

DID/DDI Incoming Call

Mobile Phone (not MiTeam integrated) DID/DDI Incoming Call
Call-back option from Web

DID/DDI Incoming Call

Business Desk Phone DID/DDI Incoming Call
Internal manual speed-dial
Call-back option from Web

Not Available

EHDU/EHDA (not MiTeam integrated) DID/DDI Incoming Call
Internal manual speed-dial
Call-back option from Web

Not Available

PC SIP Softphone (not MiTeam integrated) DID/DDI Incoming Call
Internal manual speed-dial
Call-back option from Web

Not Available

MiCollab Mobile Client with integrated SIP PhoneDID/DDI Incoming Call
Internal manual speed-dial
Direct to Cloud (Web based)

Not Available

PC Web with integrated SIP Softphone Internet Audio, direct to Cloud from PCNot Available

PC / MiShare Not Available Not Available

PC / Internet Audio Internet Audio, direct to Cloud from PCInternet Audio, direct to Cloud from PC

Guests cannot initiate meeting invitations, nor create streams, but may be invited to join.

6.8.6 Media routing for the Medium-Large Business Private Hosted deployment 
The Private Hosted solution consists of Service Provider that hosts the customer services within a private network, typically using 
MPLS to connect remote sites to a central hosted network. Collaboration capabilities exist within the MiCollab application and are 
hosted directly on the customer network. The MiTeam Meet (Cloud Services) resides on the public Internet and the hosted service 
provider connects to this for the MiTeam Stream. A connection to the public Internet is needed to connect to the cloud services, and 
typically this would be located with the hosted network.

There are three major connections to consider:

User Web Access (including File sharing, Chat and MiTeam Stream)
User Collaboration and Screen Sharing
User Audio
User Video (via MiCollab AWV)

All connections for the Web Access are directed from the user location to the server and the MiCollab Client. An end-user customer 
must have a MiCollab Client to obtain the MiTeam functions. The MiCollab Client will then proxy the connections from the end-user 
customer to the MiTeam Meet (Cloud Service).

Media connections are shown in the diagram below:
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 MiTeam users access the MiTeam services in the following manner:

Web Access is via the MiTeam Meet Frame insert, over the private network (MPLS) to the customer's MiCollab Client Server. 
From here the connection is then proxied to the MiTeam Meet (Cloud Services). This external connection requires access to an 
Internet Gateway, typically with the service provider, or may be redirected back to the customer premise and an Internet 
Gateway at that location.
When a MiTeam User joins in with a Collaboration “Meet”, the invitation and control are via the web access. On initial access 
the user will download a new MiCollab MiShare application, or update an existing client, or use the existing client. This client 
connects to the MiCollab Conference and Collaboration services for screen sharing. Collaboration with a Mobile Phone 
requires the MiCollab Mobile Client.
User audio can reach the collaboration bridge as described in the table below, under the MiTeam User column.
Video connections are not directly accessible from the MiTeam Meet or when using the MiShare application. The MiCollab 
AWV client must be used to participate in Video connections. This option is available when the user joins the meeting. Video 
connections follow the same path as the collaboration data after the user is connected to the meeting.

MiTeam guests access the MiTeam services in the following manner:

Web Access is via the MiTeam Meet Frame insert, over the private network (MPLS) to the customer's MiCollab Client Server. 
From here the connection is then proxied to the MiTeam Meet (Cloud Services). This external connection requires access to an 
Internet Gateway, typically with the service provider, or may be redirected back to the customer premise and an Internet 
Gateway at that location.
When a MiTeam guest joins in with a Collaboration “Meet”, the invitation is via the web access or e-mail. On initial access the 
user will download a new MiCollab MiShare application, or update an existing client, or use the existing client. This client 
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connects to the MiCollab Conference and Collaboration services for screen sharing. Collaboration Screen sharing is not 
supported on mobile phones for guest access.
Guest audio can reach the collaboration bridge as described in the table below, under the MiTeam guest column
Video connections are not directly accessible from the MiTeam Meet or when using the MiShare application. The MiCollab 
Audio Web Video client must be used to participate in Video connections. This option is available when the user joins the 
meeting. Video connections follow the same path as the collaboration data after the user is connected to the meeting.

Private hosted MLB topology: MiTeam audio connections

Audio device MiTeam user Guest user

PSTN Phone, e.g. home phone DID/DDI Incoming Call
Call-back option from Web

 DID/DDI Incoming Call

Mobile Phone (not MiTeam integrated) DID/DDI Incoming Call
Call-back option from Web

DID/DDI Incoming Call

Business Desk Phone DID/DDI Incoming Call
Internal manual speed-dial
Call-back option from Web

Not Available

EHDU/EHDA (not MiTeam integrated) DID/DDI Incoming Call
Internal manual speed-dial
Call-back option from Web

Not Available

PC SIP softphone (not MiTeam integrated, e.g. 
Legacy SIP Softphone)

DID/DDI Incoming Call
Internal manual speed-dial
Call-back option from Web

Not Available

MiCollab Mobile Client with integrated SIP 
Phone

DID/DDI Incoming Call
Internal manual speed-dial
Call-back option from Web

Not Available

PC Web with integrated SIP Softphone DID/DDI Incoming Call
Internal manual speed-dial
Call-back option from Web

Not Available

PC / MiShare Direct to Hosted MiCollab Conference Direct to Hosted MiCollab Conference, via 
MiVoice Border Gateway

PC / Internet Audio Not Available Not Available

 Guests cannot initiate meeting invitations or create streams, but guests may be invited.

6.8.7 MiTeam bandwidth requirements 
MiTeam Collaboration sessions involve a combination of video, web, document collaboration/presentation and audio. Typically, such 
meetings involve around ten to ten people. Larger broadcast type meetings, such as webinars are not considered as part of the traffic 
calculations, the focus is on collaboration-type meetings.

Such meetings are typically one hour in duration, and this can place a high demand on resources, compared to typical personal phone 
calls that last maybe a couple of minutes. Increased use of these resources should be considered in a deployment, and the following 
tables are provided as guidelines to assist. These values are based on real systems, but it should also be recognized that not every 
installation will be the same. If the customer is unsure if they have an installation that may differ, then they should contact the service 
provider or Professional Services for additional advice.
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Collaboration service Bandwidth usage (uplink and downlink)

Audio 0.1 Mbits/s

Collaboration/Screen Sharing0.2 Mbits/s per connection (Recommended minimum total of 2 Mbits/s)

File Sharing Best Effort (Recommended Minimum 2 MBits/s)

Video  2.7 Mbits/s (At 720p resolution) upload (camera), 2.2 Mbits/s download (viewing)

 The installation should take into consideration other services that may be running in addition to these mentioned above. For 
example, use of MiCollab Client presence information may add bandwidth, as well as contact centre users that are linked in to CRM 
packages such as Salesforce or Google. See the appropriate Application Engineering Guidelines for additional information.

The following tables use the information above and the following assumptions:

An average of 10 users grouped together for a collaboration session, plus all attendees to all collaborations sessions are 
individual. In practice the bandwidth will fall between these values.
Ideally all local users are in a common conference room (Grouped Attendees), but worst case would be all users would be at 
individual workstations (Individual Attendees)
Bandwidth calculations are shown for
A Public Hosted site (SB topology) using the Cloud Collaboration
A Private Hosted site (MLB topology) with a hosted MiCollab conference bridge with options for local network and hosted 
access/Internet gateway, and
Bandwidths are shown for Collaboration and Audio, with Video and without Video.
Bandwidth for video is very dependent on usage. Frequent movement and large visual changes increase bandwidth. Expected 
peak rates are presented.
The registration, chat and file sharing data is proxied via the MiCollab Client for all topologies. Collaboration data is direct to 
the collaboration conference bridge. For the Public Hosted (SB) topology, this is a direct Internet connection. For the Private 
Hosted (MLB) topology, this is direct to the MiCollab Conference server.
The values shown are for the customer site
Bandwidths are calculated assuming 30% of callers will be external, i.e. via external SIP trunks for audio and web/video 
internet connections for collaboration and video
SIP trunk licenses are consumed at a higher rate for Public Cloud as all users use the Cloud Collaboration. This is at a rate of 
x2 for external callers and x1 for internal callers. Additional SIP trunk licenses are needed for this added functionality. For 
Private Cloud deployments, local users will remain on the network and not consume additional SIP trunks
For different configurations or considerations not covered, please contact Professional Services
An additional overhead of 10% is added for peak usage and bandwidths are rounded to the highest 0.5 Mbits/s boundary

6.8.8 Small Business Public Hosted (SB) Topology
For this topology, the collaboration and conference bridge is provided within the Cloud. Connections for Audio for MiTeam and guest 
users are provided over SIP trunks, and these are in addition to the normal trunks for normal business operations. Note that a guest 
accessing the collaboration bridge will use two SIP trunks, one directly to the customer, and one on to the conference bridge. Internal 
MiTeam users will only require the one additional SIP trunk. Video and web collaboration is direct to the Cloud collaboration bridge. It 
is assumed that video and web Collaboration for guests are not included in these results, as these will also be direct to the Cloud 
collaboration bridge.

SB Public Hosted - Grouped attendees (10 users per conference)

Business size Conferences SIP Trunk addition Bandwidth audio / 
collaboration

Bandwidth audio 
collaboration / video

10 1 3 0.5 Mbits/s 3.0 Mbits/s

25 1 3 0.5 Mbits/s 3.0 Mbits/s

50 1 3 0.5 Mbits/s 3.0 Mbits/s
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100 2 6 1.0 Mbits/s 6.0 Mbits/s

150 3 9 1.0 Mbits/s 9.0 Mbits/s

200 3 9 1.0 Mbits/s 9.0 Mbits/s

250 4 12 1.5 Mbits/s 12.0 Mbits/s

SB Public Hosted - individual attendees

Business size Conferences SIP trunk addition Bandwidth audio / 
collaboration

Bandwidth Audio / 
collaboration / video

10 1 3 0.5 Mbits/s 3.0 Mbits/s

25 1 3 1.0 Mbits/s 6.0 Mbits/s

50 1 3 1.5 Mbits/s 12.0 Mbits/s

100 2 6 3.0 Mbits/s 27.0 Mbits/s

150 3 9 4.5 Mbits/s 42.0 Mbits/s

200 3 9 6.0 Mbits/s 54.0 Mbits/s

250 4 12 7.5 Mbits/s 66.0 Mbits/s

6.8.9 Medium Large Business Private Hosted (MLB) topology
For this topology, the collaboration and conference bridge is provided within the hosted data centre within the customer network. 
Connections for Audio for guest users are provided over SIP trunks, and these are in addition to the normal trunks for normal 
business operations. Since the collaboration bridge is local to the customer, guests accessing the collaboration bridge will use one SIP 
trunk. Internal business users will not use SIP trunks and will connect directly to the collaboration bridge. Video and web collaboration 
is direct to the MiCollab collaboration bridge.

Guests will access video and collaboration sessions via an Internet portal where the bridge is associated with a public IP address. This 
public gateway may be located within the hosted data centre or may be located at the customer location. In the case where the 
gateway is at the hosted site, the bandwidth for the customer is not considered. However, where this gateway is at the customer site, 
then bandwidth is counted twice after for the Internet connection to the customer and one to forward this to the hosted location, e.g. 
over the MPLS connection. Both gateway configurations are considered in the tables below:
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MLB Private Hosted, public collaboration bridge hosted access - Grouped attendees (10 users per conference)

Business size Conferences SIP Trunk addition Bandwidth audio / 
collaboration

Bandwidth audio / 
collaboration / video

10 1 1 0.5 Mbits/s 3.0 Mbits/s

25 1 1 0.5 Mbits/s 3.0 Mbits/s

50 1 1 0.5 Mbits/s 3.0 Mbits/s

100 2 2 1.0 Mbits/s 6.0 Mbits/s

150 3 3 1.0 Mbits/s 9.0 Mbits/s

200 3 3 1.0 Mbits/s 9.0 Mbits/s

250 4 4 1.5 Mbits/s 12.0 Mbits/s

MLB Public Hosted, Public collaboration bridge hosted access - Individual attendees

Business size Conferences SIP Trunk addition Bandwidth audio / 
collaboration

Bandwidth audio / 
collaboration / video

10 1 1 0.5 Mbits/s 3.0 Mbits/s

25 1 2 1.0 Mbits/s 6.0 Mbits/s

50 1 3 1.5 Mbits/s 12.0 Mbits/s

100 2 5 3.0 Mbits/s 27.0 Mbits/s

150 3 7 4.5 Mbits/s 42.0 Mbits/s

200 3 9 6.0 Mbits/s 54.0 Mbits/s

250 4 12 7.5 Mbits/s 66.0 Mbits/s

MLB Private Hosted, Public collaboration bridge customer access - Grouped attendees (10 users per conference)

Business size Conferences SIP Trunk addition Bandwidth audio collaboration Bandwidth audio / 
collaboration / video

10 1 1 1.0 Mbits/s 9.0 Mbits/s

25 1 1 1.0 Mbits/s 9.0 Mbits/s

50 1 1 1.0 Mbits/s 9.0 Mbits/s

100 2 2 2.0 Mbits/s 18.0 Mbits/s

150 3 3 3.0 Mbits/s 27.0 Mbits/s

200 3 3 3.0 Mbits/s 27.0 Mbits/s

250 4 4 4.0 Mbits/s 36.0 Mbits/s
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MLB Public Hosted, Public collaboration bridge customer access - Individual attendees

Business size Conferences SIP Trunk addition Bandwidth audio / 
collaboration

Bandwidth audio / 
collaboration / video

10 1 1 1.0 Mbits/s 9.0 Mbits/s

25 1 2 2.0 Mbits/s 18.0 Mbits/s

50 1 3 3.5 Mbits/s 30.0 Mbits/s

100 2 5 6.5 Mbits/s 57.0 Mbits/s

150 3 7 9.0 Mbits/s 83.5 Mbits/s

200 3 9 12.0 Mbits/s 107.0 Mbits/s

250 4 12 15.0 Mbits/s 137.0 Mbits/s

6.8.10 Additional configuration limits and considerations

6.8.10.1 User configuration considerations

These are system and equipment considerations that a user of the MiTeam feature might need to consider:

MiTeam Meet user 
capabilities

Guest user (Meet 
only)

 Guest user (Stream participant) MiTeam User (Meet and 
Stream)

Attends Meets Yes Yes Yes

Launches Meets No No Yes

Invites Participants No No Yes

User is recordable Yes Yes Yes

Meet Recording controls Yes Yes Yes

Chat and History Only within Meet Yes Yes

Chat History duration N/A Unlimited Unlimited

Tasks No Yes Yes

Maximum Meeting 
Duration

24 hours 24 hours 24 hours

Max file upload 5 MBytes (only within 
Meet)

5 MBytes  300 MBytes

Max file download Unlimited Unlimited  Unlimited

Account lifetime 
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MiTeam Meet user 
capabilities

Guest user (Meet 
only)

 Guest user (Stream participant) MiTeam User (Meet and 
Stream)

Attends Meets Yes Yes Yes

Meet duration  Account will be cleared after 14 days if not accessed 
after initial invitation.
Account is cleared after 60 days of inactivity.

Until deleted 

6.8.10.2 Supported devices and operating systems

See the MiCollab Engineering Guidelines for supported Client devices, Operating Systems and versions.

6.8.10.3 Supported browsers

See the MiCollab Engineering Guidelines for supported browsers and versions.

6.8.10.4 Application features

Private Group chat is available from two to one hundred members within a binder. One-to-one chat is also available between two 
users. Internal and External members can be invited to join collaboration teams.

Users can pull content from “Box”, “Dropbox” and “Google Drive”. This may be subject to service provider conditions and settings. 
Available on iOS and Android only.

Web hooks are supported for third-party applications that support this.

User and MiTeam Stream limits

Feature Limit

Max users in a MiTeam Stream (including guests)100

Max users in a Collaboration Meeting 50

Max MiTeam Stream storage capacity  Unlimited 

6.8.11 Service Provider Considerations
Additional considerations to those mentioned under the user also apply to service providers.

6.8.11.1 Authentication

By default, username and passwords are used. At an Organization level configuration via use of SAML SSO is available. Simplified SSO 
and OAuth is available to OEM partners. API and SDK are supported via the Virtual Private Cloud.
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6.8.11.2 Reporting

User Licenses used at the Organization level are reported on a daily level. Meet usage reporting is available and included dial-in audio 
time, in minutes, along with participant details. Consolidated reports can also be generated at a partner level across all organizations. 
All information is also available via APIs.

6.8.11.3 Organization limits

Feature Limit

Number of Organizations under a Virtual Private CloudUnlimited

Number of MiTeam Users in an Organization 100,000

Max guest to MiTeam User Ratio   5:1 *1

Note *1: This is an average ratio across all customers, based on business fair-usage recommendations.

6.9 MiVoice Business Console
This section covers cloud hosted deployments where there are multiple customers sharing resources and configurations. It 
describes standard MiVoice Business Console installation and deployment guidelines. There are two main cloud 
deployment topologies. They are:

MiVoice Business Console - Small Business Multi-Tenant topology
MiVoice Business Console - Small Medium Business and Medium Large Business topologies

6.9.1 MiVoice Business Console - Small Business Multi-Tenant Topology
In this topology, every device is hosted across a public network, and is effectively treated as a Teleworker device. That includes the 
MiVoice Business Console (MiVB-Console). The Teleworker gateways provide a number of functions and features, which are shared 
with a number of customers or tenants. The gateways are split according to functional groups. The two functional groups that are 
applicable to the MiVoice Business Console are:

Call Signalling (aka MiNet) - to MiVoice Business Call Controllers 
Presence information - to a dedicated MiCollab Client Presence Server (in this case Multi-Tenant MiCollab)

Each of these functions are grouped with two different gateways, one group dedicated to call control and voice media handling, the 
other group dedicated to application updates and controls. Each of the two main functions within the console need to identify the 
individual gateway through different FQDN or IP address. The deployment for a public hosted deployment is highlighted in the 
diagram below:
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In the diagram, each of the MiVoice Business Consoles has two connections through the MiVoice Border Gateways (MiVBG), and they 
have different functions. The MiVoice Border Gateway MiNet can connect to a large number of MiVoice Business Controllers 
dedicated per customer. The MiVoice Border Gateway associated with Presence functional group are dedicated to a single Multi-
Tenant MiCollab Client Presence Server, which in turn is associated with a group of customer MiVoice Business. The latter link ensures 
that the call handling and presence information are continuously in synchronization.

Note that the 'Customer N' obtains Presence information from a different Multi-Tenant MiCollab and therefore obtains Presence 
information through a different dedicated MiVoice Border Gateway compared to 'Customer 1'. However, both MiVoice Business 
Consoles share the Call Control MiVoice Border Gateway gateways.

There have been upgrades to MiVoice Business Console at Release 9 (associated with MiVoice Business 9.0) that allow multiple 
consoles to work through a shared gateway with many customers. MiVoice Business Consoles prior to this Release (9.0), or 
connections to MiVoice Business prior to this release (MiVoice Business 9.0) will have reduced services, and are not expected to fully 
function. MiVB-Console deployment prior to release 9.0 is therefore not recommended with this deployment topology. Splitting the 
functions also ensures minimal disruption of services should an item go out of service for a short period of time.

6.9.1.1 Guidelines for MiCloud Business - Public Hosted

Connect the Call Control Signalling connection through the common group of (MiNet) call control signalling MiVoice Border 
Gateways. 
Determine which Multi-Tenant MiCollab the MiVoice Business Console is associated with, and connect the Presence 
connection/application to the dedicated MiVoice Border Gateway.
Both MiVoice Business Console and the associated MiVoice Business Controller should be at Release 9.0, or higher. Earlier 
releases does not support this deployment. 
Ensure that the MiVoice Border Gateway database proxy port is not enabled on any MiVoice Border Gateway (currently 
identified as "IP Console Support and MiVoice Business Console" port 6806, in the "MiVoice Business Gateway Engineering 
Guidelines"). This connection is not needed for MiVoice Business Console 9.0, and therefore should be disabled at the MiVoice 
Border Gateway. 
Ensure that the application (MiCollab) MiVoice Border Gateways have the Presence proxy port enabled - See "MiVoice Border 
Gateway Engineering Guidelines" for further port details. 
For Teleworker Consoles, connections to MiCollab Web services should be directed through the MiVoice Border Gateway 
(connections not shown in the diagram).
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6.9.2 MiVoice Business Console - Small Medium Business and Medium Large Business 
Topologies

In Small Medium Business and Medium Large Business topologies, the MiVoice Business Console (MiVB-Console) can be deployed on 
the private network and as a Teleworker device. In both deployment cases, the deployment is focussed on a single customer, and any 
Teleworker gateway is not shared with other customers. Connections to the private customer network from the hosted site uses a 
secured VPN connection, such as MPLS.

The two main functional groups that are applicable to the MiVoice Business Console are:

Call Signalling (MiNet) - to call controllers
Presence information - to a dedicated MiCollab Client Presence Server

In addition, as this is a single customer deployment, it is possible to use the legacy database proxy connection for Teleworker 
consoles. This allows the new MiVoice Business Console (9.0) to be backward compatible with Call Control prior to MiVoice 
Business Release 9.0. There is a restriction, when multiple MiVoice Business Consoles are used in Teleworker mode, they must 
connect to a single common MiVoice Business Controller while using a common MiVoice Border Gateway (MiVBG).

The diagram below shows the possible connection scenarios for internally and externally (Teleworker) connected MiVoice Business 
Consoles:

The internal MiVoice Business Console connects directly to the associated MiVoice Business Controller for Call Control Signalling. It 
connects directly to the associated MiCollab Client Presence Server. In addition, there is an optional connection to the MiVoice 
Business Controller for database access. The link is required for backward compatibility to MiVoice Business prior to Release 9.0.

The external MiVoice Business Console connects to the Border Gateway of the customer. All connections go through this gateway, 
albeit to different access ports. The MiVoice Business Console is connected to the defined MiVoice Business Controller for Call Control 
Signalling. The connection for Presence is forwarded to the defined MiCollab Client Presence Server. This server is also linked to the 
MiVoice Business that the console registers for Call Handling, in order to maintain synchronization of the presence information for all 
users. In addition, there is an optional connection from the external MiVoice Business Console that provides access to the data based 
on a single MiVoice Business Controller. The link is needed for backward compatibility with the MiVoice Business Controller. It is not 
needed with MiVoice Business 9.0 and upwards.

6.9.2.1 Guidelines for MiCloud Business - Private Hosted 

For Internal network Consoles, connect the call control/call handling connection directly to the associated MiVoice Business 
controller.
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For Internal network Consoles, connect the Presence connection/application direct to the associated MiCollab Client Presence 
Server.
For Internal network Consoles, where backward compatibility to MiVoice Business is required, the console determines that 
the direct database connection is available. No configuration is needed.
For Teleworker Consoles, connect the call control/call handling connection through the common MiVoice Border Gateway(s). 
For Teleworker Consoles, connect the Presence connection/application through the common MiVoice Border Gateway(s).
For Teleworker Consoles, enable Port 6806 on the MiVoice Border Gateways, only if this is required for backward compatibility 
to MiVoice Business prior to Release 9.0. Do not enable this connection for MiVoice Business 9.0 and upwards. (Refer to 
"MiVoice Border Gateway Engineering Guidelines" and "MiVoice Business Console Installation Guide" for further details). 
• For Teleworker Consoles, connections to MiCollab Web services should be directed through MiVoice Border Gateway 
(connection is not shown in the diagram).

6.10 6900 Avatars in a Cloud Deployment
The 6900 phones are deployed in public hosted and private hosted cloud solution. Avatars (user pictures) is introduced with the line 
of 6900 phones. The Avatar files are stored on different servers with MiCollab and MiVoice Business combination. The files are 
accessed from the 6900 phones through web services. 

There are two main cloud deployment topologies which describes the configurations needed with deployments of 6900 phones, with 
Avatar support. They are

Avatars in a Public Hosted, Small Business Multi-Tenant Topology
Avatars in a Private Hosted, Small Medium Business and Medium Large Business Topologies

6.10.1 Avatars in a Public Hosted, Small Business Multi-Tenant Topology
In Public Hosted, Small Business Multi-Tenant topology, every device is hosted across a public network, and is treated as a Teleworker 
device. This includes 6900 range of phones. The phones connects to a defined public MiVoice Border Gateway (MiVBG) to obtain call 
control service.

To obtain Avatars, an addition connection is required from the phone. The location of the Avatars is provided to the phones during 
initial startup through programming of a FQDN within the customer designated MiVoice Business (MiVB) Call Controller. The FQDN 
identifies the customer associated MiCollab Server where the Avatars are located. The FQDN must be resolvable within the internal 
hosted network of the service provider. The phone connects to the same MiVoice Border Gateway for the Avatar connection as for the 
Call Control connection (MiNet).

The deployment configuration is highlighted in the diagram below:
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The diagram shows the two different customers accessing Avatar information, proxied through the common MiVoice Border Gateway, 
and routed to different MiCollab servers based on the provided FQDN.

Avatar connections (external) are established through the Avatar proxy port on the MiVoice Border Gateway. Ensure that firewalls 
allow the connection through and the service is enabled in MiVoice Border Gateway.

6.10.1.1 Guidelines for MiCloud Business - Public Hosted

Provide a FQDN (in MiVoice Business) that can be resolved in the internal service provider network to the appropriate 
MiCollab server.
Ensure that the firewall allows incoming traffic on the MiVoice Border Gateway Avatar proxy port and that the service is 
enabled on the appropriate MiVoice Border Gateways. See "MiVoice Border Gateway Engineering Guidelines" for further port 
details.

6.10.2 Avatars in a Private Hosted, Small Medium Business and Medium Large Business 
Topologies

In Private Hosted, Small Medium Business and Medium Large Business topologies, the 6900 phone device is hosted across a private 
and a public network. External devices are treated as Teleworker devices, for a single customer. Teleworker phones connects to a 
defined public gateway to obtain call control service. Internal devices connects directly to the MiVoice Business Call Control.

To obtain Avatars, an addition connection is also required from the phones. The location of the Avatars (MiCollab) is provided to the 
phones during initial startup through programming of a FQDN within the customer designated MiVoice Business (MiVB) Call 
Controller. The FQDN must be resolvable within the customer private network.

The Avatar connection for the external Teleworker phone connects to the same MiVoice Border Gateway (MiVBG) as the Call Control 
Signalling (MiNet). The Avatar connection for the internal phone is direct to the defined MiCollab server. 

The deployment for a private hosted deployment is highlighted in the diagram below:
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Avatar connections (external) are established through the Avatar proxy port on the MiVoice Business Gateway. Ensure that firewalls 
allow this connection through and the service is enabled in MiVoice Business Gateway.

6.10.2.1 Guidelines for MiCloud Business - Private Hosted

Provide a FQDN (in MiVoice Business) that can be resolved in the internal customer network to the appropriate MiCollab 
server.
Ensure that the firewall allows incoming traffic on the MiVoice Business Gateway Avatar proxy port and that the service is 
enabled on the appropriate MiVoice Business Gateways. See "MiVoice Border Gateway Engineering Guidelines" for further 
port details.
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