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Domain 0 - MX-ONE Compatible
Alarms 1
This chapter contains the following sections:

• Fault Code 0:10 - Control System Disturbance Counter at Top
• Fault Code 0:11 - Device Board in Wrong Position
• Fault Code 0:13 - No connection with Device Boards in One Magazine
• Fault Code 0:13 - No connection with Device Boards in Gateway
• Fault Code 0:14 - Activation of Device Board has Failed
• Fault Code 0:15 - Device Board Faulty or Missing
• Fault Code 0:29 - Alarm Log Almost Full
• Fault Code 0:30 - Incrementation Alarm for Alarm Severity 0
• Fault Code 0:31 - Incrementation Alarm for Alarm Severity 1
• Fault Code 0:32 - Incrementation Alarm for Alarm Severity 2
• Fault Code 0:33 - Incrementation Alarm for Alarm Severity 3
• Fault Code 0:34 - LIM Out of Order
• Fault Code 0:35 - Traffic Handling Common Function Out of Order
• Fault Code 0:36 - Fault Correcting Common Function Out of Order
• Fault Code 0:37 - Ordinary Common Function Out of Order
• Fault Code 0:40 - Exchange Data Reloaded
• Fault Code 0:42 - Restore of Exchange Data Has Failed
• Fault Code 0:43 - Program Unit Reloaded and Restarted
• Fault Code 0:44 - Reload of Program Code Has Failed
• Fault Code 0:45 - LIM Reloaded and Restarted
• Fault Code 0:49 - Restart of Program Unit has Failed
• Fault Code 0:50 - Restart of LIM Has Failed
• Fault Code 0:51 - Device Board Individual Manually Blocked
• Fault Code 0:52 - Device Board Manually Blocked
• Fault Code 0:53 - Device Board Position Already Occupied
• Fault Code 0:54 - Program Unit Restarted
• Fault Code 0:56 - The System Does not Have an Accessible Backup
• Fault Code 0:64 - Recovery Mode is Set to Manual
• Fault Code 0:65 - Synchronization Fault in LIM
• Fault Code 0:66 - Traffic Handling Common Function Faulty
• Fault Code 0:67 - Fault Correcting Common Function Faulty
• Fault Code 0:68 - Ordinary Common Function Faulty
• Fault Code 0:69 - Common Function is Loaded in Too Many LIMs
• Fault Code 0:73 - LIM Restarted
• Fault Code 0:81 - LIM Manually Blocked
• Fault Code 0:93 - Backup of Exchange Data Has Failed
• Fault Code 0:270 - Digital trunk, bit error in frame synchronization word
• Fault Code 0:118 - License Server Out Of Order: Internal Error or Inconsistency
• Fault Code 0:120 - Less Than Seven Days of Trial Period Left
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Domain 0 - MX-ONE Compatible Alarms

• Fault Code 0:121 - License Server Blocked: Over License Limit
• Fault Code 0:122 - License Counters Out Of Synchronization
• Fault Code 0:259 - Faulty FTU Board
• Fault Code 0:260 - Fault on Line to Interworking PBX or Public Exchange
• Fault Code 0:261 - No Connection with Operator Console
• Fault Code 0:264 - Faulty MF Sender
• Fault Code 0:265 - Faulty MF Receiver
• Fault Code 0:268 - Digital Trunk Out of Order, AIS Signal Received
• Fault Code 0:269 - Digital trunk, Loss of Frame Synchronization Word
• Fault Code 0:271 - Digital Trunk, Received Alarm from Remote End
• Fault Code 0:274 - Digital Trunk, Clock Malfunction (Slip)
• Fault Code 0:275 - Statistic Supervision, Too Short Seizure of Trunk
• Fault Code 0:276 - No Connection with Paging Equipment
• Fault Code 0:277 - Supervision value exceeded for paging equipment
• Fault Code 0:280 - Digital Trunk, Unauthorized Charging Pulse
• Fault Code 0:281 - Quality Error in Interface to ICS Computer
• Fault Code 0:282 - Status Error in Interface to ICS Computer
• Fault Code 0:283 - Congestion Value for Keycode Receiver Reached
• Fault Code 0:284 - Congestion Value for Tone Receiver Reached
• Fault Code 0:285 - Congestion Value for CS (MFC) Reached
• Fault Code 0:286 - Congestion Value for CR (MFC) Reached
• Fault Code 0:288 - Congestion Value for Conference Reached
• Fault Code 0:289 - Congestion Value for Common Bell Reached
• Fault Code 0:290 - Congestion Value for Route Reached
• Fault Code 0:292 - Traffic Recording Data Dump Could Not Be Executed
• Fault Code 0:293 - Traffic Recording Internal Memory Data Erased, Memory Full
• Fault Code 0:294 - Traffic Recording Internal Memory Data Erased, Midnight Dump
• Fault Code 0:295 - Calendar Time Activation Request Denied
• Fault Code 0:296 - Congestion Value for Keycode Sender Reached
• Fault Code 0:297 - Loss of Power (-60 V)
• Fault Code 0:298 - Character error in the interface to information computer system
• Fault Code 0:299 - Digital Trunk, Wrong Pattern Received in Idle State
• Fault Code 0:300 - Digital Trunk, Seizure Acknowledgment not Received
• Fault Code 0:301 - Digital Trunk, Wrong Bit Pattern Received After Disconnection
• Fault Code 0:302- Digital Trunk, Wrong Bit Pattern Received In Registration State
• Fault Code 0:303- ISDN Data Link Alarm
• Fault Code 0:305 - Blocked Trunk Line by a Manual Switch on the Board
• Fault Code 0:306 - Incoming Call, the Line Pulses are not in Range
• Fault Code 0:307 - Outgoing call, the Line Pulses are not in Range
• Fault Code 0:308 - Analogue Trunk, Unauthorized Charging Pulse
• Fault Code 0:309 - ISDN Data link Alarm, Bit Error in Stream (CRC-4)
• Fault Code 0:310 - ISDN Excessive Bipolar Violation
• Fault Code 0:311- ISDN Failed Signal State
• Fault Code 0:312 - ISDN Digital Trunk, Loss of Signal
• Fault Code 0:313 - ISDN Excessive Out of Frame
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• Fault Code 0:314 - ISDN Bit Error Rate
• Fault Code 0:317 - ISDN Erred Seconds
• Fault Code 0:319 - Static semipermanent connection disturbance
• Fault Code 0:320 - Telephony Calls Throttled
• Fault Code 0:321 - IP Address Blocked
• Fault Code 0:324 - Faulty TMU Board
• Fault Code 0:330 - No Signaling Link Active Within Signaling Link Set (SS7)
• Fault Code 0:332 - Excessive Delay of Acknowledgement Message
• Fault Code 0:333 - Digital Trunk Group, Excessive Number of Blocked Lines
• Fault Code 0:334 - Digital Transmission System Faulty
• Fault Code 0:336 - Lost Data from/to Information Computer System
• Fault Code 0:337 - Digital Trunk, Call Setup Message Received for Unassigned Circuit
• Fault Code 0:339 - Quality Error in ANCD Communication
• Fault Code 0:345 - Information Computer, Faulty Communication Channel
•
• Fault Code 0:347 - Synchronization Fault for DECT Fixed Part
• Fault Code 0:348 - Synchronization Disturbance for DECT Fixed Part
• Fault Code 0:349 - Faulty RFP for DECT Fixed Part
• Fault Code 0:350 - CSTA, Faulty Communication Channel
• Fault Code 0:358 - SMS, Faulty Communication Channel
• Fault Code 0:359 - Routing Server, Faulty IP Connection to Satellite
• Fault Code 0:360 - Routing Server, PNR Table Has Been Split
• Fault Code 0:362 - Device Board is at Alarm Level 2
• Fault Code 0:365 - Device Fault
• Fault Code 0:366 - Inconsistency Between Defined ITYPE and Active Terminal

MX-ONE compatible alarms are explained in this section.

1.1 Fault Code 0:10 - Control System Disturbance Counter
at Top

Description

Some, less serious, faults which occur in the control system are not serious enough for the alarm log to
be informed immediately. On the other hand, the program execution could be seriously disturbed, if a
large number of such less serious faults would occur within a certain time. The errors are logged in the
LIM internal history log. Some of these errors might be repairable via a LIM restart, in this case the LIM
disturbance counter is incremented.

The disturbance counter is incremented a different number of steps depending on how serious the fault is
considered to be. The disturbance counter is decremented periodically. It is indicating zero if no faults have
occurred.

The alarm log is informed if the disturbance counter would reach its top level, i.e. a predefined max value.
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If the disturbance counter reaches the top measures are taken via the Action Chart.

Action Chart

A process of decision and measures which decides the suitable measure for recovery when a fault occurs
at a given system situation.

The LIM is supervised in a way which makes measures to be escalated if a new error occurs within 10
minutes.

Measure

1. Has any alarm concerning reload/restart in the current LIM arrived at the alarm log?
2. Read out the information about the error by means of command trace -print 0 . Save the

information.
3. Key in the command trace -clear 0 to acknowledge the information.

1/15451-ANF90114 Uen Y

Fault Codes - Fault Tracing Directions 4



Domain 0 - MX-ONE Compatible Alarms

1.2 Fault Code 0:11 - Device Board in Wrong Position

Fault Code Description

Most of the approximately 30 device boards positions of a classic LIM can be used for all types of boards
requiring up to 32 time slots.

If a device board is placed in a position where not all individuals can be reached, the board will be marked
passive and the alarm log will be informed.

Measures

1. Compare the indicated board position with the LIM configuration. Use the command board_list .
2. Is the board in the wrong position?
3. NO: Consult an expert.
4. YES: Place the board in the correct position. With reference to device boards need of time slots.

1.3 Fault Code 0:13 - No connection with Device Boards in
One Magazine

Fault Code Description

The device boards are regularly checked. If a device board equipment position is indicated as faulty, it may
need measures like restart or replacement.

If there is no answer from any device board at all on multiple numbers:

• 0 - 255 it is assumed that magazine 0 is faulty
• 256 - 511 it is assumed that magazine 1 is faulty
• 512 - 767 it is assumed that magazine 2 is faulty
• 768 - 1023 it is assumed that magazine 3 is faulty

Add Info 1

States the faulty magazine (0-3).

Measures

1. Check that the connected board edge cables are placed correctly.
2. Check the indicated device board.
3. IIs the indicated board faulty?
4. NO: Use the command restart -lim to restart the Server.
5. See operational directions for Administrator User’s Guide.
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6. YES: Replace the faulty board.

See operational directions for Replacing Boards in MX-ONE Media Gateways.

1.4 Fault Code 0:13 - No connection with Device Boards in
Gateway

Fault Code Description

The physical or virtual device boards are regularly checked.

If no physical or virtual device board at all answers during such a check, an alarm will be issued for faulty
Media Gateway (faulty LIM).

Measures

1. Check that the connected board edge cables are placed correctly.
2. Restart the Media Gateway with the command media_gateway_start.

1.5 Fault Code 0:14 - Activation of Device Board has Failed

Fault Code Description

Every board is regularly supervised by means of check questions. When the device processor has
answered with the board identity and it has shown to be correct, a check is also made to see if the board
is active and whether it is supposed to be so. If the board is passive while it should be active, an activation
signal is issued. If the activation fails, a reset signal is sent and the alarm log is informed.

Measures

1. Use the command board_restart to restart the device board.
2. Has the board been activated? Was the restart successful?
3. NO: Consult an expert.
4. YES: Turn to the main flow for verification.

1.6 Fault Code 0:15 - Device Board Faulty or Missing

Fault Code Description

All device boards are regularly checked in the LIM.
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If a fault is detected, a fault marking will take place. No alarm will be generated, though, until detection and
activation attempts of the same fault have taken place twice in a row, whereby the board is blocked.

If the answer from a board fails to occur, a reset signal is sent and the alarm log is informed.

Measures

1. Is the indicated board position expected to be equipped?
2. NO: Key the command board_config -remove in order for the supposed faulty board to disappear

from the LIMs board table.
3. YES: Restart with the command board_restart.

1.7 Fault Code 0:29 - Alarm Log Almost Full

Fault Code Description

The alarm system has a limited storage space for alarms. When there is a risk that the storage space will
become full, an alarm is generated.

When the alarm log is full, the oldest alarm with the lowest alarm class will be overwritten unless incoming
alarms have a lower alarm class, in which case they are not stored.

Measure

Localize the fault with the aid of fault code references. Begin with the highest alarm class.

1.8 Fault Code 0:30 - Incrementation Alarm for Alarm
Severity 0

Fault Code Description

If a specified number of system acknowledged alarms (defined in mdSystemConfig file) has arrived in
alarm severity 0, a new alarm is generated in alarm severity 1. This is called incrementation alarm. The
incrementation alarm is removed if the number of alarms in alarm severity 0 becomes less than the
specified number.

For related information see operational directions for ALARM HANDLING.

Measure

Localize the fault with the aid of fault code references. Begin with the highest alarm class.
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1.9 Fault Code 0:31 - Incrementation Alarm for Alarm
Severity 1

Fault Code Description

If a specified number of system acknowledged alarms (defined in mdSystemConfig file) has arrived in
alarm severity 1, a new alarm is generated in alarm severity 2. This is called incrementation alarm. The
incrementation alarm is removed if the number of alarms in alarm severity 1 becomes less than the
specified number.

For related information see operational directions for ALARM HANDLING.

Measure

Localize the fault with the aid of fault code references. Begin with the highest alarm class.

1.10 Fault Code 0:32 - Incrementation Alarm for Alarm
Severity 2

Fault Code Description

If a specified number of system acknowledged alarms (defined in mdSystemConfig file) has arrived in
alarm severity 2, a new alarm is generated in alarm severity 3. This is called incrementation alarm. The
incrementation alarm is removed if the number of alarms in alarm severity 2 becomes less than the
specified number.

For related information see operational directions for ALARM HANDLING.

Measure

Localize the fault with the aid of fault code references. Begin with the highest alarm class.

1.11 Fault Code 0:33 - Incrementation Alarm for Alarm
Severity 3

Fault Code Description

If a specified number of system acknowledged alarms (defined in mdSystemConfig file) has arrived in
alarm severity 3, a new alarm is generated in alarm severity 4. This is called incrementation alarm. The
incrementation alarm is removed if the number of alarms in alarm severity 3 becomes less than the
specified number.

For related information see operational directions for ALARM HANDLING
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Measure

Localize the fault with the aid of fault code references. Begin with the highest alarm class.

1.12 Fault Code 0:34 - LIM Out of Order

Fault Code Description

The alarm is received when the LIM cannot be reached through signaling.

The fault might be due to network problems, faulty hardware in the LIM, or due to that the software in the
LIM is being reloaded. The LIM is reloaded after a power failure or if a serious software fault has occurred
in the LIM.

The LIM may also be out of reach due to a command ordered reload of the LIM.

If the LIM is being reloaded it will be operational in a couple of minutes and the alarms will be cleared. If
the fault is of a more serious character manual measures can be needed.

ADD INFO 1

States if common functions exist in the LIM.

Measure

1. Is the alarm older than 10 minutes?
2. NO: Wait 10 minutes before further action is taken.

Wait to allow normal recovery to be ready.
3. YES: Use the Unix command ping towards the LIM.

Try to contact the LIM over the network.
4. Either no network contact with the LIM or the use of ping is stopped.
5. Is it possible to login to the LIM with ssh?

Does secure shell login work?
6. NO: Is it possible to login to the LIM at site?

Try local login.
7. YES: Enter the command status-system.

Check if the system is running any fault handling measures.
8. Enter the command alarm locally in the LIM o print (list) alarms in the alarm log.

Handle related alarms, if there are any.
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9. Read the files /var/log/messages and /var/log/localmessages.

Look for logged records that are related to the fault.

Consult an expert.
10. NO: Is the server rebooting or reloading?
11. YES: Wait for the server to complete the reboot and perform recovery.
12. NO: Is the server indicating any hardware fault?
13. NO: Replace faulty hardware and wait for system recovery?
14. NO: Consult an expert.

1.13 Fault Code 0:35 - Traffic Handling Common Function
Out of Order

Fault Code Description

A common program unit often occurs in a version with two editions in the system, one active and one
passive as standby. The alarm is obtained when one version of the common program unit not is accessible
any longer to the rest of the system.

This is due to that one version of the common program unit is faulty or that the LIM in which one version of
the common program unit is located is faulty.

A combination of these causes can, of course, lead to the same fault state.

Measure

1. Has fault code 0:34 arrived in the alarm log?

For the LIM where the common program is located
2. YES: Go to the fault locating directions for FAULT CODE 0:34
3. NO: Has fault code 0:50 arrived in the alarm log?

For the LIM where the common program is located.
4. YES: Go to the fault locating directions for FAULT CODE 0:50.
5. NO: Has fault code 0:44 arrived in the alarm log for the program unit?
6. YES: Go to the fault locating directions for FAULT CODE 0:44.
7. NO: Has fault code 0:49 arrived in the alarm log for the program unit?
8. YES: Go to the fault locating directions for FAULT CODE 0:49.
9. NO: Has fault code 0:56 arrived in the alarm log for the program unit?

10. YES: Go to the fault locating directions for FAULT CODE 0:56.
11. NO: Start the system by the command start -- system
12. Was the alarm cleared?
13. NO: Consult and expert.
14. YES: Are there any fault codes left in the alarm log?
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1.14 Fault Code 0:36 - Fault Correcting Common Function
Out of Order

Fault Code Description

A common program unit often occurs in a version with two editions in the system, one active and one
passive as standby. The alarm is obtained when one version of the common program unit is not accessible
any longer to the rest of the system.

This is due to that one version of the common program unit is faulty or that the LIM in which one version of
the common program unit is located is faulty.

A combination of these causes can, of course, lead to the same fault state.

Measure

1. Has fault code 0:34 arrived in the alarm log?

For the LIM where the common program is located.
2. YES: Go to the fault locating directions for FAULT CODE 0:34.
3. NO: Has fault code 0:50 arrived in the alarm log?

For the LIM where the common program is located.
4. YES: Go to the fault locating directions for FAULT CODE 0:50.
5. NO: Has fault code 0:44 arrived in the alarm log for the program unit?
6. YES: Go to the fault locating directions for FAULT CODE 0:44.
7. NO: Has fault code 0:49 arrived in the alarm log for the program unit?
8. YES: Go to the fault locating directions for FAULT CODE 0:49.
9. NO: Has fault code 0:56 arrived in the alarm log for the program unit?

10. YES: Go to the fault locating directions for FAULT CODE 0:56.
11. NO: Start the system by the command start -- system
12. Was the alarm cleared?
13. NO: Consult and expert.
14. YES: Are there any fault codes left in the alarm log?

1.15 Fault Code 0:37 - Ordinary Common Function Out of
Order

Fault Code Description

A common program unit often occurs in a version with two editions in the system, one active and one
passive as standby. The alarm is obtained when one version of the common program unit is not accessible
any longer to the rest of the system.
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This is due to that one version of the common program unit is faulty or that the LIM in which the version of
the common program unit is located is faulty.

A combination of these causes can, of course, lead to the same fault state.

Measure

1. Has fault code 0:34 arrived in the alarm log? For the LIM where the common program is located.
2. YES: Go to  Fault Code 0:34 - LIM out of order on page 8.
3. NO: Has fault code 0:50 arrived in the alarm log?

For the LIM where the common program is located.
4. YES: Go to  Fault Code 0:50 - Restart of LIM has failed on page 15.
5. NO: Has fault code 44 arrived in the alarm log for the program unit?
6. YES: Go to  Fault Code 0:44 - Reload of program code has failed on page 14.
7. NO: Has fault code 49 arrived in the alarm log for the program unit?
8. YES: Go to  Fault Code 0:49 - Restart of program unit has failed on page 14.
9. NO: Has fault code 56 arrived in the alarm log for the program unit?

10. YES: Go to  Fault Code 0:56 - The system does not have an accessible backup on page 17.
11. NO: Start the system by the command start -- system
12. Was the alarm cleared?
13. NO: Consult and expert.
14. YES: Are there any fault codes left in the alarm log?

1.16 Fault Code 0:40 - Exchange Data Reloaded

Fault Code Description

As a part of certain system initiated error recovery routines, the exchange data in all LIMs may be reloaded
from the system backup in order to reset the system to the last known state with data consistency. This
means that all changes made since the latest dump occasion will be lost. Examples of such recovery
measures are data reload as a part of LIM reload and data reload when a command that alters exchange
data fails to be completed.

ADD INFO 1

States which LIM that requested the data reload.

ADD INFO 2

States which program unit that requested the data reload.
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Note:

The program unit number is decimal, not hexadecimal.

Measure

1. The fault code does not indicate any fault but is merely informative
2. Are there any other fault codes in the alarm log?

1.17 Fault Code 0:42 - Restore of Exchange Data Has Failed

Fault Code Description

An error occurred while restoring exchange data.

ADD INFO 1

States the error cause.

Measure

ADD INFO 1 = 9

1. Is the value of ADD INFO 1 = 9?
2. NO: Continue to section ADD INFO 1 = 0, 1, 2, 3, 10.
3. YES: The program unit failed to respond within time limit.
4. Wait for restore of exchange data to occur or key the command data_restore
5. Does the fault still exist?
6. YES: Consult an expert and show the saved information to the expert.

ADD INFO 1 = 0, 1, 2, 3, 10, 11

1. Is the value of ADD INFO 1 = 0, 1, 2, 3, 10?
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2. YES: Exchange data configuration is missing/faulty. Data backup directory is missing/faulty. Data file is
missing/faulty/does not match program code.

a. Install a safety copy.
b. Wait for restore of exchange data to occur or key the command data_restore
c. Does the fault still exist?
d. If YES, consult an expert.

3. NO: Is the value of ADD INFO 1 = 11?
4. YES: The job has been terminated by a job of higher priority. Wait for the new job to be completed and

for restore of data to occur.
5. NO: Consult an expert.

1.18 Fault Code 0:43 - Program Unit Reloaded and
Restarted

Fault Code Description

Information indicating that a program unit has been reloaded and restarted.

A reload of a program unit means that the existing program code in the memory is replaced with the
program version stored on the external backup.

Note:

The fault code does not indicate any fault but is merely informative.

Measure

-

1.19 Fault Code 0:44 - Reload of Program Code Has Failed

Fault Code Description

A system initiated reload of a program unit’s program code has failed.

ADD INFO 1
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States the error cause.

Measure

1. Is the value of ADD INFO 1 = 3?
2. YES: A file handling error has occurred.

Make sure that the program unit file is available in the file system.
3. NO: Is the value of ADD INFO 1 = 4,5?
4. YES: The program unit file is corrupted.

Install safety copy.

See operational directions for ADMINISTRATOR USER’S GUIDE.
5. NO: Consult an expert and show the saved information.

1.20 Fault Code 0:45 - LIM Reloaded and Restarted

Fault Code Description

Information indicating that a LIM has been reloaded and restarted.

Note:

The fault code does not indicate any fault but is merely informative.

Measure

-

1.21 Fault Code 0:49 - Restart of Program Unit has Failed

Fault Code Description

The program unit is marked as faulty if a restart after reload is unsuccessful.

ADD INFO 1

Shows in which start phase the restart failed.

1/15451-ANF90114 Uen Y

15 Fault Codes - Fault Tracing Directions



Domain 0 - MX-ONE Compatible Alarms

Measure

1. Attempt to restart the program unit by means of the command restart-unit.
2. Is the program unit restarted?
3. NO: Does alarm 39 - Checksum error or alarm 4 - parity error occur in alarm log?
4. YES: See the fault location instruction for respective fault codes.
5. NO: Consult an expert.

1.22 Fault Code 0:50 - Restart of LIM Has Failed

Fault Code Description

ADD INFO 1

Shows in which start phase the restart failed.

Measure

1. Has fault code 0:34 arrived in the alarm log?

For the LIM where the common program is loaded.
2. YES: Go to the fault locating directions for FAULT CODE 0:34.
3. NO: Has fault code 0:44 arrived in the alarm log?

For the LIM where the common program is loaded.
4. YES: Go to the fault locating directions for FAULT CODE 0:44.
5. NO: Has fault 0:49 arrived in the alarm log for a program unit in the LIM?
6. YES: Go to the fault locating directions for FAULT CODE 0:49.
7. NO: Key the command restart -lim to restart the LIM.
8. Was the restart successful?
9. NO: Consult an expert.

10. Are there any fault codes left in the alarm log?

1.23 Fault Code 0:51 - Device Board Individual Manually
Blocked

Fault Code Description

Individuals on the device board are blocked by means of command blocking. This takes place in the
same way as for blocking of device boards (fault code 52).
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Note:

If this alarm is removed from the alarm log (with command alarm), the individual will remain manually
blocked.

Measure

1. Is the individual expected to be blocked?
2. NO: Deblock the individual by means of command blocking -e --equipment-position
3. Key command alarm to print (list) alarms in the alarm log.

More fault code exist in the alarm log?

1.24 Fault Code 0:52 - Device Board Manually Blocked

Fault Code Description

All individuals on a device board are blocked by means of the command blocking -i --board-
position

Note:

If this alarm is cleared from the alarm log (with the command alarm), the device board will remain
manually blocked.

Measure

1. Is the board expected to be blocked?
2. NO: Deblock the board by means of command blocking -e --board-position
3. Any more fault codes exist in the alarm log?
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1.25 Fault Code 0:53 - Device Board Position Already
Occupied

Fault Code Description

The physical board’s board identity does not match the initiated board identity (board type) in the system
for the designated location (board position).

Either the physical board is placed in the wrong position, or the initiation/configuration in the system is
incorrect, and not matching the HW.

Measure

1. Check the configuration using the command board_list
2. Is the board incorrectly placed?
3. NO: Call for an expert.
4. YES: Move the board to a correct position. (Alternatively, change the initiated board identity to match

the physical board’s identity, if the location is OK).

1.26 Fault Code 0:54 - Program Unit Restarted

Fault Code Description

Information indicating that a program unit has been restarted.

Measure

1. The fault code indicates no fault and is merely informative.
2. Are there any fault codes left in the alarm log?
3. NO: Return to the main flowchart.

1.27 Fault Code 0:56 - The System Does not Have an
Accessible Backup

Fault Code Description

This fault code is obtained when the system does not have any accessible backup.
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Measure

1. Enter the command data_backup.

Make a data backup.
2. Did the data backup fail or does fault code 56 remain in the alarm log?

Wait for at least 2 minutes.
3. YES: Install a safety backup.

See operational directions for ADMINISTRATOR USER’S GUIDE section SAFETY BACKUP.
4. Are there any fault codes left in the alarm log?

Wait for at least 2 minutes.
5. Return to the main flowchart.

1.28 Fault Code 0:64 - Recovery Mode is Set to Manual

Fault Code Description

The alarm is obtained if the function for recovery mode is set to manual. This is done with the command
recoverymode. Key the command recoverymode -help for more details.

Measure

1. Are maintenance going on in the system that requires manual recovery mode?
2. NO: Key the command recoverymode -system to activate system recovery mode.
3. Is the alarm cleared?
4. NO: Consult an expert.

1.29 Fault Code 0:65 - Synchronization Fault in LIM

Fault Code Description

The LIM clock supervises the external clock synchronization in the back plane that is transmitted from
the TLU board. The status is reported to the supervision program and an alarm is issued in the following
cases:

• External clock rate is not present although it is expected.
• External clock rate is present although it is not expected.
• More than one external clock rate present.
• External clock rate is present but bad.
• External clock rate is beyond boundaries.
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ADD INFO 1

0 Not Valid.

1 The LIM does not have any external synchronization source,
although there is one specified.

2 The LIM has an external synchronization source, although there is
no one specified

.

3 The LIM has more than one external synchronization source, no
external synchronization source is specified.

4 The LIM has more than one external synchronization source, only
one is specified.

ADD INFO 2

0 Not Valid.

1 The frequency of the external synchronization source exists, but
LIM clock cannot synchronize to it.

2 The difference of the external synchronization source and the
synchronization source of LIM clock is not within the allowed limit.

ADD INFO 3

0 Not Valid.

1 The LIM is receiving synchronization from the external
synchronization source.

Measure

External synchronization source for a LIM, is for example a TLU board placed in the LIM.

Does FAULT CODE 0:65 indicate that the LIM has more than one external synchronization source?
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The difference between the external frequency and the LIM’s own oscillator frequency is too large,
therefore the LIM is unable to lock to the external frequency. One reason for this could be that the LIM’s
own oscillator is aging.

1. NO: Continue to the next section.
2. YES: The LIM’s external synchronization source which were pointed out as faulty, must be investigated.
3. Define a new synchronization source for the LIM and do a resynchronization. Use the command
trsp_synchronization

4. Does fault code 0:65 still occur for the LIM?
5. YES:

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
6. Does fault code 0:65 still occur for the LIM?
7. NO: Check the previous synchronization source.
8. YES: Consult an expert.

Does fault code 0:65 indicate that the LIM is receiving an external synchronization although there is no one
expected?

1. NO: Continue to the next section.
2. YES: A device board is giving synchronization to the back plane without this being expected.

This device board can be broken and working incorrectly.
3. Do a resynchronization of the LIM. Use the command trsp_synchronization
4. Does fault code 0:65 still occur for the LIM?
5. YES: Consult an expert.

Test signal TESTFUNC can be used to read out which positions that give synchronization to the back
plane. Use the command message_send

Does fault code 0:65 indicate that the LIM is not receiving an external synchronization although there is
one expected?

1. NO: Continue to the next section.
2. YES: LIM does not receive external synchronization.

This can depend on, see note.
3. Do a resynchronization of the systems. Use the command trsp_synchronization
4. Does fault code 0:65 still occur for the LIM?
5. YES: Replaced the expected device board with a new one.

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
6. Is this the first time the device board has been replaced?
7. YES: Do a resynchronization of the systems again.
8. NO: Consult an expert.
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Note:

This can depend on:

The board is not updated from the software.

On the back plane a pin is bent or a foil-connection is cut or short circuited.

1.30 Fault Code 0:66 - Traffic Handling Common Function
Faulty

Fault Code Description

A common program unit often occurs in a version with two editions in the system, one active and one
passive as standby. The alarm is obtained when one version of the common program unit not is accessible
any longer to the rest of the system.

This is due to that one version of the common program unit is faulty or that the LIM in which one version of
the common program unit is located is faulty.

A combination of these causes can, of course, lead to the same fault state.

Measure

1. Has fault code 0:34 arrived in the alarm log?

For the LIM where the common program is loaded.
2. YES: Go to the fault locating directions for FAULT CODE 0:34.
3. NO: Has fault code 0:50 arrived in the alarm log?

For the LIM where the common program is loaded
4. YES: Go to the fault locating directions for FAULT CODE 0:50.
5. NO: Has fault code 0:44 arrived in the alarm log?

For the LIM where the common program is loaded
6. YES: Go to the fault locating directions for FAULT CODE 0:44.
7. NO: Has fault 0:49 arrived in the alarm log for a program unit in the LIM?
8. YES: Go to the fault locating directions for FAULT CODE 0:49.
9. NO: Has fault 0:56 arrived in the alarm log for a program unit in the LIM?

10. YES: Go to the fault locating directions for FAULT CODE 0:56.
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11. NO: Start the system by the command start --system .
12. Was the alarm cleared?
13. NO: Consult an expert.
14. Are there any fault codes left in the alarm log?

1.31 Fault Code 0:67 - Fault Correcting Common Function
Faulty

Fault Code Description

A common program unit often occurs in a version with two editions in the system, one active and one
passive as standby. The alarm is obtained when one version of the common program unit not is accessible
any longer to the rest of the system.

This is due to that one version of the common program unit is faulty or that the LIM in which one version of
the common program unit is located is faulty.

A combination of these causes can, of course, lead to the same fault state.

Measure

1. Has fault code 0:34 arrived in the alarm log?

For the LIM where the common program is loaded.
2. YES: Go to Fault Code 0:34 - LIM Out of Order on page 9.
3. NO: Has fault code 0:50 arrived in the alarm log?

For the LIM where the common program is loaded
4. YES: Go to the fault locating directions for Fault Code 0:50 - Restart of LIM has Failed.
5. NO: Has fault code 0:44 arrived in the alarm log?

For the LIM where the common program is loaded
6. YES: Go to Fault Code 0:44 - Reload of Program Code Has Failed on page 14.
7. NO: Has fault 0:49 arrived in the alarm log for a program unit in the LIM?
8. YES: Go to Fault Code 0:49 - Restart of Program Unit has Failed on page 15.
9. NO: Has fault 0:56 arrived in the alarm log for a program unit in the LIM?

10. YES: Go to Fault Code 0:56 - The System Does not Have an Accessible Backup on page 18.
11. NO: Start the system by the command start--system.
12. Was the alarm cleared?
13. NO: Consult an expert.
14. Are there any fault codes left in the alarm log?

1/15451-ANF90114 Uen Y

23 Fault Codes - Fault Tracing Directions



Domain 0 - MX-ONE Compatible Alarms

1.32 Fault Code 0:68 - Ordinary Common Function Faulty

Fault Code Description

A common program unit often occurs in a version with two editions in the system, one active and one
passive as standby. The alarm is obtained when one version of the common program unit not is accessible
any longer to the rest of the system.

This is due to that one version of the common program unit is faulty or that the LIM in which one version of
the common program unit is located is faulty.

A combination of these causes can, of course, lead to the same fault state.

Measure

1. Has fault code 0:34 arrived in the alarm log?

For the LIM where the common program is loaded.
2. YES: Go to Fault Code 0:34 - LIM Out of Order on page 9.
3. NO: Has fault code 0:50 arrived in the alarm log?

For the LIM where the common program is loaded
4. YES: Go to Fault Code 0:50 - Restart of LIM Has Failed on page 16.
5. NO: Has fault code 0:44 arrived in the alarm log?

For the LIM where the common program is loaded
6. YES: Go to Fault Code 0:44 - Reload of Program Code Has Failed on page 14.
7. NO: Has fault 0:49 arrived in the alarm log for a program unit in the LIM?
8. YES: Go to Fault Code 0:49 - Restart of Program Unit has Failed on page 15.
9. NO: Has fault 0:56 arrived in the alarm log for a program unit in the LIM?

10. YES: Go to Fault Code 0:56 - The System Does not Have an Accessible Backup on page 18.
11. NO: Start the system by the command start--system.
12. Was the alarm cleared?
13. NO: Consult an expert.
14. Are there any fault codes left in the alarm log?

1.33 Fault Code 0:69 - Common Function is Loaded in Too
Many LIMs

Fault Code Description

A program unit can be of type Common function. This means that it is centrally located and can be used by
all program units in all LIMs.
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A common program unit may only occur in one version and two editions, one active and one passive,
which are located in different LIMs.

An alarm is generated when a common function exists in more than two LIMs.

Measure

1. Check in which LIMs the common function unit is loaded. Use the command pu_info -unit .
2. Determine which two versions of the program unit are to remain in the system. Use the command
status -comfunc.

3. Remove excess program units from the system. Use the command pu_remove. Do not remove the
active common function.

4. Update the common function data in the system. Use the command start --system.
5. Are there any fault codes left in the alarm log?
6. Return to the main flow.

1.34 Fault Code 0:73 - LIM Restarted

Fault Code Description

Information stating that a LIM has been restarted.

ADD INFO 1

Show the cause is included in the alarm.

Measure

1. The fault code indicates no fault; it is only of an informing character.
2. Are there still fault codes in the alarm log?
3. Return to the main flow.

1.35 Fault Code 0:81 - LIM Manually Blocked

Fault Code Description

All individuals on all device boards in a LIM are blocked for traffic by means of command block.

The alarm is only a means of information and if the right LIM is blocked, no actions need to be performed.

Deblocking is performed with the command blocking.
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Measure

1. Is the LIM expected to be blocked?
2. NO: Deblock the LIM by means of command blocking -e --lim.
3. Are there more alarms in the alarm log?

1.36 Fault Code 0:93 - Backup of Exchange Data Has Failed

Fault Code Description

Dump of exchange data to backup has failed. The fault code is issued per LIM.

ADD INFO 1

States the error cause.

Measure

1. Is fault 42 present in the alarm log?
2. YES: handle fault 42.
3. Is ADD INFO 1 = 6?
4. YES: One or several program units need restart or reload.
5. Is fault code 0:44 present in the alarm log?
6. YES: handle fault 0:44.
7. Check the status of the program units. Key the command status -lim y -unit all where y = LIM

number reported in alarm.
8. Are all program units OK?
9. YES: Order backup of exchange data again.

10. Faulty start phase 1.3 and/or reload data?
11. YES: Restore exchange data. Key the command data_restore.
12. Faulty start or restart phase 1.0, 1.5 or 2.0?
13. YES: Restart the faulty program units.
14. Are all program units OK?
15. YES: Consult an expert.
16. NO: Order backup of exchange data again.
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1.37 Fault Code 0:270 - Digital trunk, bit error in frame
synchronization word

Fault code description

The digital trunk resources of the Media Gateway have discovered an error, that the PCM receiving circuit
has received more than circa 900 checksum errors within one minute. This will generate fault code 0:269,
and an attempt to find new synchronization.

If alarm 0:269 remains for a period of at least 100 milliseconds, alarm 0:270 will be generated. All initiated
lines on the virtual board will be blocked. An alarm indication has been sent to the interworking equipment.
The alarm is acknowledged by the system if the frame synchronization error has ceased. (See fault
locating directions for FAULT CODE 0:269.)

Measure

1. Restart the virtual trunk board by entering the command board_restart.
2. Has the alarm returned?
3. YES: Replace the Media Gateway or the TLU board in MX-ONE Classic.

See operational directions for REPLACING MISCELLANEOUS HARDWARE ;or see operational
directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.

4. Has the alarm returned?
5. YES: probably a fault on the line or in interworking exchange/public exchange. Inform the instance

responsible for the line.
6. Return to the main flow.

1.38 Fault Code 0:118 - License Server Out Of Order:
Internal Error or Inconsistency

Fault Code Description

This fault code is given in the following occasions:

• No license file was found
• Error decrypting or parsing the license file
• Inconsistency in the license server data
• Internal error in the license server.

It is not possible to seize or release new licenses as long as the alarm condition exists.
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Measure

1. Do you use the correct license file, or was it altered e.g. during a FTP transfer?
2. Check data by using command license_status.

NO: or, if the status can not be read, make sure that the correct license file from Mitel is installed

Re-install the original Mitel license file with the license_status tool, as root. Use list item License
handling > Install license file.

3. If no file exists: Request a new license file from Mitel.
4. Do a data restore on the exchange data.
5. NO: Consult an expert.

1.39 Fault Code 0:120 - Less Than Seven Days of Trial
Period Left

Fault Code Description

The fault code is given when the license server detects that there is seven days or less left of the trial
period for a license file and the number of allocated licenses exceeds the number of allowed licenses.

Measure

1. Key the command license_status to find out which license object is over-allocated.
2. Is the over-allocated license object to be used after the end of the trial period?
3. YES: place a new order on the order desk to increase the number of licenses for the license object.
4. NO: Release the extra licenses by terminating the applications using these licenses.

Consult operational directions for relevant application.

1.40 Fault Code 0:121 - License Server Blocked: Over
License Limit

Fault Code Description

The fault code is given when:

• The license server detects that the number of allocated licenses exceeds the number of allowed
licenses.

• The license server detects that the current license file is older than (sequence number in file) than the
previously used license file.
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Measure

1. Is one of the license objects over-allocated (and what is the sequence number of the license file)?

Use the command license_status to find out which license object is over-allocated, and to read the
sequence number of the license file.

2. YES: Consult fault locating directions for FAULT CODE 0:120.
3. NO: Consult an expert.

1.41 Fault Code 0:122 - License Counters Out Of
Synchronization

Fault Code Description

The License usage counting is distributed functionality. In some cases (like reload data manipulation) these
counters get out of synchronization. If this happens an automatic synchronization process is started to
correct this fault. During this process any license requests are denied with the error indication: license.

Measure

1. Wait 5 - 10 minutes; The automatic synchronization process was started by LISH to correct the
problem. Clear the alarm with the command alarm -e --alarm-code 122 after 5 - 10 minutes and
retry the configuration changing commands.

2. Was the errors situation automatically corrected?
3. NO: Wait another 30 minutes for automatic correction.
4. Was the error situation automatically corrected?
5. NO: Consult an expert.

1.42 Fault Code 0:259 - Faulty FTU Board

Fault Code Description

The function for time supervision of the FTU board (watchdog) indicates that this board is faulty.

The FTU board sets up a direct connection between predetermined extensions and the public exchange as
a result of power failure or processor fault.

Measure

1. Change the FTU board.

See the operational directions for CONFIGURATION OF HARDWARE, REPLACEMENT.
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2. Wait 5 minutes, then check if the alarm has recurred. Check also if trunk line alarms have been
received. They are due to broken connections through this board.

3. Did the alarm recur?
4. NO: Consult an expert.
5. Return to the main flow.

1.43 Fault Code 0:260 - Fault on Line to Interworking PBX or
Public Exchange

Fault Code Description

The alarm is generated in the following situation:

• The voltage on the line is not in accordance with the table values.
• No current in idle state is detected.
• No seizure acknowledgment has been received.
• A number of consecutive proceed-to-send signals have failed to appear.
• No clearing acknowledgment has been received.

ADD INFO 1

Individual pointer to TRS data individual.

ADD INFO 2

Description of the type of line fault for external lines.

Measure

1. Was the alarm generated by an outgoing external line using E&M-signaling?
2. YES: Continue to section Alarm generated by an out going external line.
3. NO: Is the line that was indicated as faulty included in a route which has been assigned the category for

voltage in idle state? (Check with the RODAP command.)
4. YES: Continue to section Check of correct voltage.
5. NO: Change the line board.

See the operational directions for CONFIGURATION OF HARDWARE, REPLACEMENT.
6. Make a call on the line.
7. Did the fault reappear?
8. YES: The fault is probably to be found on the line or in the public exchange or interworking PBX.
9. For corrective measures, contact the person responsible for external line operation.
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1.44 Fault Code 0:261 - No Connection with Operator
Console

Fault Code Description

The MX-ONE Service Node Operator Work Station does not react when pressing buttons.

ADD INFO 1

Individual pointer to OPS data individual.

Measure

1. Does the alarm log contain other fault codes?
2. NO: Is the Operator Workstation powered on?
3. NO: Power on the Operator Workstation. Check connections to LAN and Operator Workstation. Activate

the Operator Workstation program. Check Event Viewer log file for more details related

1.45 Fault Code 0:264 - Faulty MF Sender

Fault Code Description

A multi frequency sender fault is detected when performing periodic routine testing of MF receivers and
senders. (Only supported with MFUs).

Measure

1. Does the indicated position correspond to an MFU board?
2. YES: Replace the MFU board, or consider changing to MGU.

See the operational directions for CONFIGURATION OF HARDWARE, REPLACEMENT.
3. NO: Consult an expert.

Return to the main flow.

1.46 Fault Code 0:265 - Faulty MF Receiver

Fault Code Description

A multi frequency receiver fault is detected when performing periodic routine testing of MF receivers and
senders. (Only supported with MFUs).
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Measure

1. Does the indicated position correspond to an MFU board?
2. YES: Replace the MFU board, or consider changing to MGU.

See the operational directions for CONFIGURATION OF HARDWARE, REPLACEMENT.
3. NO: Consult an expert.

Return to the main flow.

1.47 Fault Code 0:268 - Digital Trunk Out of Order, AIS
Signal Received

Fault Code Description

The digital trunk resources of the Media Gateway (2 Bit) have discovered an error in that it has received
less than 2 zeros (= basically all ones) per the last 250 micro seconds, and therefore registers a fault. All
initiated individuals on the virtual or physical board have been automatically blocked. If more than 3 zeros
per 250 micro seconds are received, the alarm will be cancelled.

The digital trunk resources of the Media Gateway (1.5 Bit) have discovered an error in that it has received
unframed all 1"s in 5 frames. All initiated individuals on the virtual or physical board will be automatically
blocked. The alarm will be cancelled when the frame synchronization is obtained in succession for 150 ms.

Also called Alarm Indication Signal (AIS) alarm.

Measure

1. Restart the virtual trunk board by entering the command board_restart
2. Has the alarm returned?
3. YES: Replace the Media Gateway or the TLU board in the MX-ONE Classic.

See operational directions for REPLACING MISCELLANEOUS HARDWARE or see operational
directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.

4. Has the alarm returned?
5. YES: probably a fault on the line in interworking/public exchange. Inform instance responsible for the

line.
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1.48 Fault Code 0:269 - Digital trunk, Loss of Frame
Synchronization Word

Fault Code Description

The digital trunk resources of the Media Gateway (2 Bit) have discovered an error in that PCM receiving
circuit has received more than 3 faulty frame synchronization words in succession. All initiated units on the
board have been blocked. An alarm indication has been sent to the interworking equipment.

The alarm will be canceled if more than 2 correct frame synchronization words are obtained in succession.

The digital trunk resources of the Media Gateway (1.5 Bit) have discovered that the out of frame, loss
of signal or alarm indication signal persists for 2.5 s. All initiated individuals on the virtual board will be
blocked. An alarm indication has been sent to the interworking equipment.

The alarm will be cancelled if frame synchronization are obtained in succession for 15 seconds.

Measure

1. Change the Media Gateway or the TLU board in the MX-ONE Classic.

See operational directions for REPLACING MISCELLANEOUS HARDWARE or see operational
directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.

2. Has the alarm returned?
3. YES: probably a fault on the line or interworking exchange/public exchange. Inform the instance

responsible for the line.

1.49 Fault Code 0:271 - Digital Trunk, Received Alarm from
Remote End

Fault Code Description

An alarm indication in time slots 0 and 16 is obtained when the interworking equipment detects a fault
synchronization error, alarm indication signal, bit error (time slot 0) and multiframe synchronization error
(time slot 16). All individuals on the virtual board will be blocked automatically. The alarm will be erased on
removal of the alarm indication in time slots T0 and T16.

For digital trunk resources (1.5 Bit), the alarm indicates a remotely detected loss of synchronization
(Yellow, ITU-T) and loss of signal frames in DMI mode (Remote Multiframe Alarm). All individuals on the
virtual board will be blocked automatically. The alarm will be erased on removal of the alarm indication for
150 ms (Yellow, ITU-T) and for 1 s (Remote Multiframe Alarm).
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Table 1: ADD INFO 2

0 Synchronization error in time slot 0.

1 Multiframe synchronization error in time slot 16.

2 Yellow alarm (ITU-T).

3 Remote multiframe alarm.

Measure

1. Is the Media Gateway of the single unit server type?

This Media Gateway type is located over the fan unit.
2. YES: Change to an other virtual board for the ISDN trunk.

See operational directions for ROUTE DATA, RO.
3. NO: Replace the Trunk Line Unit.

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
4. Has the alarm returned?
5. YES: Consult an expert.

1.50 Fault Code 0:274 - Digital Trunk, Clock Malfunction
(Slip)

Fault Code Description

The synchronization error (slip) occurs when the clock rates on sides A and B differ. An alarm is generated
in the LIM or interworking exchange or public exchange if the number of slips exceeds 10 in 70 days,
for the master link and 10 per hour for non master links. All initiated individuals on the virtual board will
automatically be blocked.

Measure

1. Replace the Media Gateway or the TLU board in the MX-ONE Classic.

See operational directions for REPLACING MISCELLANEOUS HARDWARE or see operational
directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.

2. Has the alarm returned?
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3. YES: probably a fault on the line or in the interworking exchange/public exchange. Inform the instance
responsible for the line.

1.51 Fault Code 0:275 - Statistic Supervision, Too Short
Seizure of Trunk

Fault Code Description

The time a trunk is seized is measured for each line, and if it falls below the time set in the DIST parameter,
then the call is registered as a disturbance.

The statistical supervisory function uses two parameters: DIST which is defined for external lines, and
DISL which is defined for routes. The disturbance level is the value that a line is allowed to reach before an
alarm is generated. This alarm is generated by the MX-ONE Service Node SW, that is, the Media Gateway
is not involved in generating the alarm.

ADD INFO 1

States pointer to data individual.

Measure

1. Are the DIST and DISL values reasonable? Key the command ROCAP to check.
2. NO: Key the command ROCAC to set new DIST and DISL values.

• Key the command alarm to erase (reset) alarms in the alarm log.
• Wait and see if the alarm recurs.
• Key command alarm to print (list) alarms in the alarm log.
• Did the alarm recur?
• YES: Key the command board_restart to restart the virtual trunk board.
• Wait and see if the alarm recurs.
• Key command alarm to print (list) alarms in the alarm log.
• Did the alarm recur?

3. YES: Replace the Media Gateway or the TLU board in the MX-ONE Classic.

See operational directions for REPLACING MISCELLANEOUS HARDWARE or see operational
directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.

4. Wait and see if the alarm recurs.

Key command alarm to print (list) alarms in the alarm log.
5. Did the alarm recur?
6. YES: probable cause: Fault on the line or in the interworking PBX/public exchange.
7. Inform the person responsible for external line operation.
8. If necessary, block the line.
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1.52 Fault Code 0:276 - No Connection with Paging
Equipment

Fault Code Description

Expected answer signal fails to arrive or blocking information is received from the paging equipment.

ADD INFO 1

States paging channel.

Measure

1. Has the paging equipment lost its power feeding?
2. YES: verify the reason and take the necessary actions.
3. NO: verify the connection between the PBX and the paging equipment.
4. Does the fault remain?
5. YES: verify that exchange data in parameter VAR agree with the functions of the peripheral paging

equipment.

See parameter description TECHNICAL REFERENCE GUIDE, MML PARAMETERS (VAR parameter).
6. Do the data agree?
7. NO: alter values in parameter VAR.
8. YES: Replace the TLU-board.

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
9. Does the original fault remain?

10. YES: Fault in peripheral paging equipment.
11. Call a specialist.

1.53 Fault Code 0:277 - Supervision value exceeded for
paging equipment

Fault code description

For each paging calls the time until transmission of the call to the paging equipment is measured. An
average of these times is calculated per paging sector for each 15 minute period. If the average queue
time for any paging sector exceeds a preset limit value set via command the alarm will be issued.

The alarm indicates that, due to incorrect dimensioning or blocking of paging equipment, the PBX is unable
to transmit paging calls with the required degree of efficiency.

ADD INFO 1
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States paging area.

ADD INFO 2

States mean waiting time.

ADD INFO 3

Defined value.

Measure

1. Has any fault occurred earlier?
2. YES: take no action if the fault is temporary.
3. NO: Use the commandPAEDP and the commandblock_list to verify whether the channels to the

relevant paging sector are blocked.
4. Key the command blocking -e, if necessary, to deblock the channels. Use test connections to verify that

the channels can be used.
5. Are the channels fully available?
6. NO: Fault in paging equipment. See also the fault locating directions forFAULT CODE 0:276.
7. YES: verify whether it is possible to initiate more channels to the paging sector, possibly by removing

channels from another paging sector.
8. Is it possible to increase the number of channels?
9. YES: increase the number of channels for the paging sector. See operational directions forPAGING.

10. Can a higher alarm limit be tolerated?
11. YES: Key the commandglobal_traffic_data -c to increase the alarm limit.
12. NO: verify whether the number of paging receivers with the given paging sector can be reduced or

whether the paging equipment should be expanded or more equipment be procured.

1.54 Fault Code 0:280 - Digital Trunk, Unauthorized
Charging Pulse

Fault Code Description

The fault code is used in digital external lines and indicates whether a faulty digital pattern for the charging
pulse has been received. the fault is probably in the public exchange.

Measure

1. Inform the instance responsible for the line.
2. Block the line if necessary.
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1.55 Fault Code 0:281 - Quality Error in Interface to ICS
Computer

Fault Code Description

An information system can be in the form of an interception computer, a voice mail system or a text
message system.

The interface between the MX-ONE Service Node and the information system is supervised with respect to
status (see fault locating directions for FAULT CODE 0:282), quality (see fault locating directions for FAULT
CODE 0:281) and character processing (see fault locating directions for FAULT CODE 0:298).

Quality checking means checking the reasonableness of each signal received by the MX-ONE Service
Node from the information system. A signal is considered reasonable when all its characters are of the
expected type, i.e. letters or digits.

An alarm is generated when a consecutive number of signals are identified as erroneous. The alarm is
acknowledged when a consecutive number of correct signals have been received.

Quality checking is always performed continuously for each information system.

A prerequisite for alarm handling is that manuals for the information system concerned are available.

Measure

1. Check that the information system is not in an abnormal state which results in sending of unverifiable
signals.

Consult the manuals of the information system and/or activate test functions (if available).
2. Does the information system function properly?
3. NO: eliminate the fault and make sure that the user configuration is correct.

See the manual of the information system.
4. Does the cable that interconnects the MX-ONE Service Node and the information system pass any

point that may cause interference?
5. YES: Correct the cabling.
6. To check whether the alarm is still activated, key the command ICUPI for updating of the information

system concerned.

A prerequisite for this is that a number of extensions have unrecorded messages in the information
system and that the traffic through the MX-ONE Service Node is low.

7. Does the alarm remain?
8. YES: Consult an expert.
9. Return to the main flow.
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1.56 Fault Code 0:282 - Status Error in Interface to ICS
Computer

Fault Code Description

An information system can be in the form of an interception computer, a voice mail system or a text
message system.

The interface between the MX-ONE Service Node and the information system is supervised with respect to
status (see fault locating directions for FAULT CODE 0:282), quality (see fault locating directions for FAULT
CODE 0:281) and character processing (see fault locating directions for FAULT CODE 0:298).

Status checking means supervision of circuit 108 in the V.24 interface and heartbeat check to information
system (if applicable). An alarm is generated when circuit 108 is OFF. An alarm is also generated if there is
no response to the heartbeat check.

The status checking is continuous for each information system because the connection between the MX-
ONE Service Node and the information system is to be permanent.

A prerequisite for alarm handling is that manuals for the information system concerned are available.

Measure

1. Use an interface tester to check that the information system sets circuit 108 to ON.

Consult the manuals of the information system and/or activate test functions (if any).
2. Does the information system set circuit 108 to ON?
3. NO: Correct the fault in the information system. See the manual of the information system.

• Does the alarm remain?
• YES: Consult an expert.
• NO: Command ICUPI should be keyed for updating of the information system concerned. A

prerequisite for this is that the traffic through the MX-ONE Service Node is low.
• Return to the main flow.

4. YES: Check the cable between the MX-ONE Service Node and the information system for breaks or
loose contacts.

5. Is the cable intact?
6. NO: Repair or change the cable.

• Does the alarm remain?
• YES: Consult an expert.
• NO: Command ICUPI should be keyed for updating of the information system concerned. A

prerequisite for this is that the traffic through the MX-ONE Service Node is low.
• Return to the main flow.

7. If YES: Does the information system signaling format perform a heart-beat check? Consult Operation
and maintenance manuals.
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8. NO: Consult an expert.
9. YES: The information system is at fault. Correct information system or consult an expert.

1.57 Fault Code 0:283 - Congestion Value for Keycode
Receiver Reached

Fault Code Description

This fault code is obtained when the volume of unsuccessful seizure attempts, congestion, relative to the
total volume, reaches or exceeds a predetermined congestion value. The congestion value is stated in unit
o/oo.

Calculation of the real congestion value is made based on the total number of seizure attempts and the
total number of unsuccessful seizure attempts for each even quarter.

Provided that the used congestion value is relevant the alarm can be due to

• a faulty device
• a temporary high traffic flow
• the PBX is under-dimensioned.

The following data can be read in the printout from the MX-ONE SN for this fault code:

UNIT

States the program unit that administers the function tone code receiver.

ADD INFO 1

States recorded congestion value in o/oo.

ADD INFO 2

States internal device record.

ADD INFO 3

States defined congestion value in o/oo.

Measure

Key the command block_list to verify that the device is blocked.

Device is blocked

1. Key the command blocking -e to deblock the device and key command alarm to erase (reset)
alarms in the alarm log.
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2. After 15 minutes key the command alarm to print (list) alarms in the alarm log and verify that alarm has
not returned.

3. Alarm has returned?
4. YES: Replace the TMU-board.

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
5. After 15 minutes key the command alarm to print (list) alarms in the alarm log and verify that alarm has

not returned.
6. Alarm has returned?
7. YES: Consult an expert.

Device is not blocked

1. Traffic measurement in progress at device?
2. NO: Key the command TRKRI to initiate traffic measurement and wait for measurement result.
3. YES: Key the command TRREP to verify traffic measurement data.
4. Contact the person responsible for the MX-ONE SN to determine how the alarm should be dealt with,

that is:

• No action
• The MX-ONE Classic needs to be re-dimensioned.

Add more TMU boards.

1.58 Fault Code 0:284 - Congestion Value for Tone Receiver
Reached

Fault Code Description

This fault code is obtained when the volume of unsuccessful seizure attempts, congestion, relative to the
total volume, reaches or exceeds a predetermined congestion value. The congestion value is stated in unit
o/oo.

Calculation of the real congestion value is made based on the total number of seizure attempts and the
total number of unsuccessful seizure attempts for each even quarter.

Provided that the used congestion value is relevant the alarm can be due to

• a faulty device
• a temporary high traffic flow
• the PBX is under-dimensioned.

The following data are provided in the printout supplied by the MX-ONE SN for this fault code:

UNIT
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States the program unit that administers the tone receiver function.

ADD INFO 1

States recorded congestion value in o/oo.

ADD INFO 2

States internal device record.

ADD INFO 3

States defined congestion value in o/oo.

Measure

Key the command blocking -p to verify that the device is blocked.

Device is blocked

1. Key the command blocking -e to deblock the device and key the command alarm to erase (reset)
relevant alarm.

2. After 15 minutes key command alarm to print (list) alarms in the alarm log to verify that the alarm has
not returned.

3. Alarm has returned?
4. YES: Replace the TMU-board.

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
5. After 15 minutes key command alarm to print (list) alarms in the alarm log to verify that the alarm has

not returned.
6. Alarm has returned?
7. YES: Consult an expert.

Device is not blocked

1. Traffic measurement in progress at device?
2. NO: Key the command TRTRI to initiate traffic measurement and wait for measurement result.
3. YES: Key the command TRREP to verify traffic measurement data.
4. Contact the person responsible for the MX-ONE SN to determine how the alarm shall be dealt with, that

is:

• No action
• The MX-ONE MX-ONE Classic needs to be re-dimensioned

Add more TMU boards.
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1.59 Fault Code 0:285 - Congestion Value for CS (MFC)
Reached

Fault Code Description

This fault code is obtained when the volume of unsuccessful seizure attempts, congestion, relative to the
total volume, reaches or exceeds a predetermined congestion value. The congestion value is stated in unit
o/oo.

Calculation of the real congestion value is made based on the total number of seizure attempts and the
total number of unsuccessful seizure attempts for each even quarter.

Provided that the used congestion value is relevant the alarm can be due to

• a faulty device
• a temporary high traffic flow
• the PBX is under-dimensioned.

The printout from the PBX contains the following data for this fault code:

UNIT

States the program unit that administers the MFC-sender function

ADD INFO 1

States recorded congestion value in o/oo.

ADD INFO 2

States internal device record.

ADD INFO 3

States defined congestion value in o/oo.

Measure

1. Key command blocking -p to verify that the device is blocked.
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2. NO: Traffic measurement in progress at device?

• NO: Key command TRCSI to initiate traffic measurement and wait for measurement result.
• YES: Key command TRREP to verify traffic measurement data.
• Contact person responsible for the PBX to determine how the alarm shall be dealt with, that is:

• No action.
• PBX needs to be re-dimensioned.

• Return to the main flow.
3. YES: Key command blocking -e to deblock the device and key command alarm to erase (reset)

alarms in the alarm log.
4. After 15 minutes key command alarm to print (list) alarms in the alarm log and verify that alarm has not

returned.
5. Alarm has returned?
6. YES: Replace the MFU board, or consider changing to MGU.

See operational directions for CONFIGURATION OF HARDWARE, REPLACEMENT.
7. After 15 minutes key command alarm to print (list) alarms in the alarm log and verify that alarm has not

returned.
8. Alarm has returned?
9. YES: Consult an expert.

Return to the main flow.

1.60 Fault Code 0:286 - Congestion Value for CR (MFC)
Reached

Fault Code Description

This fault code is obtained when the volume of unsuccessful seizure attempts, congestion, relative to the
total volume, reaches or exceeds a predetermined congestion value. The congestion value is stated in unit
o/oo.

Calculation of the real congestion value is made based on the total number of seizure attempts and the
total number of unsuccessful seizure attempts for each even quarter.

Provided that the used congestion value is relevant the alarm can be due to

• a faulty device
• a temporary high traffic flow
• the PBX is under dimensioned.

The following data are provided in the printout supplied by the PBX for this fault code.

UNIT

States the program unit that administers the MFC-sender function
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ADD INFO 1

States recorded congestion value in o/oo.

ADD INFO 2

States internal device record.

ADD INFO 3

States defined congestion value in o/oo.

Measure

1. Key command blocking -p to verify that the device is blocked.
2. NO: traffic measurement in progress at device?

• NO: Key command TRCRI to initiate traffic measurement and wait for measurement result
• YES: Key command TRREP to verify traffic measurement data
• Contact person responsible for the PBX to determine how the alarm shall be dealt with, that is:
• • No action

• PBX needs to be re-dimensioned
3. YES: Key command blocking -e to deblock the device and key command alarm to erase (reset)

alarms in the alarm log.
4. After 15 minutes key command alarm to print (list) alarms in the alarm log and verify that alarm has not

returned.
5. Alarm has returned?
6. YES: Replace the MFU board, or consider changing to MGU.

See operational directions for CONFIGURATION OF HARDWARE, REPLACEMENT.
7. After 15 minutes key command alarm to print (list) alarms in the alarm log and verify that alarm has not

returned.
8. Alarm has returned?
9. YES: Consult an expert.

1.61 Fault Code 0:288 - Congestion Value for Conference
Reached

Fault Code Description

This fault code is obtained when the volume of unsuccessful seizure attempts, congestion, relative to the
total volume, reaches or exceeds a predetermined congestion value. The congestion value is stated in unit
o/oo.

Calculation of the real congestion value is made based on the total number of seizure attempts and the
total number of unsuccessful seizure attempts for each even quarter.
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Provided that the used congestion value is relevant the alarm can be due to

• a faulty device
• a temporary high traffic flow
• the MX-ONE Service Node is under-dimensioned.

The printout from the MX-ONE Service Node contains the following data for this fault code:

UNIT

The program unit that administers the conference function

ADD INFO 1

Recorded congestion value in o/oo.

Internal device record.

ADD INFO 3

Defined congestion value in o/oo.

Measure

Key the command blocking -p to verify that the device is blocked.

Device is blocked

1. Key the command blocking -e to deblock the device and key the command alarm to erase (reset)
relevant alarm.

2. After 15 minutes key command alarm to print (list) alarms in the alarm log to verify that the alarm has
not returned.

3. Alarm has returned?
4. YES: after 15 minutes key the command alarm to print (list) alarms in the alarm log and verify that

alarm has not returned
5. Alarm has returned?
6. YES: Consult an expert.

Return to the main flow.

Device is not blocked

1. Is traffic measurement in progress at device?
2. NO: Key the command TRCOI to initiate traffic measurement and wait for measurement result.
3. YES: Key the command TRREP to verify traffic measurement data.
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4. Contact the person responsible for the MX-ONE Service Node to determine how the alarm shall be
dealt with, that is:

• No action
• The MX-ONE Service Node needs to be re-dimensioned

5. Return to the main flow.

1.62 Fault Code 0:289 - Congestion Value for Common Bell
Reached

Fault Code Description

This fault code is obtained when the volume of unsuccessful seizure attempts, congestion, relative to the
total volume, reaches or exceeds a predetermined congestion value. The congestion value is stated in unit
o/oo (per thousandth).

Calculation of the real congestion value is made based on the total number of seizure attempts and the
total number of seizure attempts that do not reach the common bell group for each even quarter.

Provided that the used congestion value is relevant the alarm can be caused by

• a temporary high traffic flow
• an under-dimensioned common bell group (number of group members, queue length) in relation to the

number of calls.

The printout from the PBX contains the following data for this fault code:

UNIT

The program unit that administers the common bell function

ADD INFO 1

Recorded congestion value in o/oo.

ADD INFO 2

Internal supervision record.

ADD INFO 3

Defined congestion value in o/oo.

Measure

1. Is traffic measurement in progress at the device?
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2. NO: Key the command TRCBI to initiate traffic measurement and wait for the measurement result.
3. YES: Key the command TRREP to verify the traffic measurement data.
4. Contact the person responsible for the PBX to determine how the alarm shall be handled, that is:

- The Common bell group needs to be re-dimensioned.
5. Return to the main flow

1.63 Fault Code 0:290 - Congestion Value for Route
Reached

Fault Code Description

This fault code is obtained when the volume of unsuccessful seizure attempts, congestion, relative to the
total volume, reaches or exceeds a predetermined congestion value. The congestion value is stated in unit
o/oo.

Calculation of the real congestion value is made based on the total number of seizure attempts and the
total number of unsuccessful seizure attempts for each even quarter.

Provided that the used congestion value is relevant the alarm can be due to

• a faulty line in the route
• a temporary high traffic flow
• an under-dimensioned route.

The printout from the system contains the following data for this fault code:

UNIT

The program unit that administers the route function

ADD INFO 1

Recorded congestion value in o/oo.

ADD INFO 2

The route number subjected to congestion monitoring.

ADD INFO 3

Defined congestion value in o/oo.

Measure

1. Key the command ROEDP to verify which external lines belong to the route.
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2. Key the command blocking -p to find blocked line (if any) in route.

Device is blocked

1. Key the command blocking -e to deblock the line and key command alarm to erase (reset) relevant
alarms in the alarm log.

2. After 15 minutes key the command alarm to print (list) alarms in the alarm log and verify that the alarm
has not returned.

3. Has the alarm returned?
4. YES: Replace the Media Gateway or the TLU board in the MX-ONE Classic.

See operational directions for REPLACING MISCELLANEOUS HARDWARE or see operational
directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.

5. After 15 minutes key the command alarm to print (list) alarms in the alarm log and verify that the alarm
has not returned.

6. Has the alarm returned?
7. YES: Consult an expert.
8. Return to the main flow.

Device is not blocked

1. Is traffic measurement in progress at device?
2. NO: Key the command TRROI to initiate traffic measurement and wait for measurement result.
3. YES: Key the command TRREP to verify traffic measurement data.
4. Contact the person responsible for the PBX to determine how the alarm shall be dealt with, that is:

- No action

- Route needs to be re-dimensioned

- The set congestion value shall be altered with command TRRSI.
5. Return to the main flow.

1.64 Fault Code 0:292 - Traffic Recording Data Dump Could
Not Be Executed

Fault Code Description

This fault code is obtained when the system has attempted to dump traffic recording data and failed for any
one of the reasons detailed on the flow diagram. The temporary memory contents have not been erased at
this point, and another attempt will be made to dump the data onto the system storage device on the next
data storage operation cycle.

The following information is given in the printout from the exchange for this fault code:
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ADD INFO 1

States the reason for the fault.

Measure

1. Does the fault printout show any of the following values for ADD INFO 1?

1 User interrupt. Current TRREP operation is conflicting with the dump attempt.

11 File system record congestion.

25 Working directory is being changed. Unable to access system file table.

28 Directory for file cannot be extended or no free space remaining on the device
to contain the file. Copy (optionally) old traffic recording data results files to
another storage medium and delete.

Traffic recording data dump will be retried on the next data storage operation. Return to the main flow.
2. NO: Does ADD INFO 1 = any of the following?

2 Failure to create file. File does not exist and the file status is not set to
create, or a component of path prefix does not exist.

3 I/O unit is blocked.

4 Signal interrupt during system write.

5 I/O error.

6 Request is outside of the capabilities of the device.

7 User unknown.

8 No contact with stated node.

9 File descriptor not valid.
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13 Access to file denied.

14 Path points outside of addressing space.

17 File exists. Not created.

20 File path not valid.

23 System file table full. Maximum number of files already open.

27 Attempt made to write file exceeding the maximum file size

31 LIM communication fault or lost signal.

32 Buffer congestion.

YES: Consult an expert.
3. NO: Undefined error. Consult an expert.
4. Does the fault printout show any of the following values for ADD INFO 1?

1 User interrupt. Current TRREP operation is conflicting with the dump
attempt.

11 File system record congestion.

25 Working directory is being changed. Unable to access system file table.

28 Directory for file cannot be extended or no free space remaining on the
device to contain the file. Copy (optionally) old traffic recording data
results files to another storage medium and delete.

5. NO: Does ADD INFO 1 = any of the following?

2 Failure to create file. File does not exist and the file status is not set to
create, or a component of path prefix does not exist.
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3 I/O unit is blocked.

4 Signal interrupt during system write.

5 I/O error.

6 Request is outside of the capabilities of the device.

7 User unknown.

8 No contact with stated node.

9 File descriptor not valid

13 Access to file denied.

14 Path points outside of addressing space.

17 File exists. Not created.

20 File path not valid.

23 System file table full. Maximum number of files already open.

27 Attempt made to write file exceeding the maximum file size.

31 LIM communication fault or lost signal.

32 Buffer congestion.

YES: Consult an expert.
6. NO: Undefined error. Consult an expert.
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1.65 Fault Code 0:293 - Traffic Recording Internal Memory
Data Erased, Memory Full

Fault Code Description

This fault code is obtained when the system has failed to dump traffic recording data due to any of the
reasons given on the flow diagram. Data in the internal memory was lost due to memory space overwritten
by new traffic recording data.

The following information is given in the printout from the exchange for this fault code:

ADD INFO 1

States the reason for the fault.

Measure

1. Does fault printout show any of the following values for ADD INFO 1?

1 User interrupt. Current TRREP operation is conflicting with the
dump attempt.

11 File system record congestion.

25 Working directory is being changed. Unable to access system file
table.

28 Directory for file cannot be extended or no free space remaining on
the device to contain the file. Copy (optionally) old traffic recording
data results files to another storage medium and delete.

2. YES: Return to main flow.
3. NO: Does ADD INFO 1 = any of the following?

2 Failure to create file. File does not exist and the file status is not set
to create, or a component of path prefix does not exist.

3 I/O unit is blocked.

4 Signal interrupt during system write.
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5 I/O error.

6 Request is outside of the capabilities of the device.

7 User unknown.

8 No contact with stated node

9 File descriptor not valid

13 Access to file denied.

14 Path points outside of addressing space.

17 File exists. Not created.

20 File path not valid.

23 System file table full. Maximum number of files already open

27 Attempt made to write file exceeding the maximum file size

31 LIM communication fault or lost signal.

32 Buffer congestion.

4. YES: Consult an expert.
5. NO: Undefined error. Consult an expert.
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1.66 Fault Code 0:294 - Traffic Recording Internal Memory
Data Erased, Midnight Dump

Fault Code Description

This fault code is obtained when the system has failed to dump traffic recording data on the day´s last
storage operation for any one of the reasons given on the flow diagram. Internal memory contents will be
overwritten by the new days data.

The following information is given in the printout from the exchange for this fault code:

ADD INFO 1

States the reason for the fault.

Measure

1. Does fault printout show any of the following values for ADD INFO 1?

1 User interrupt. Current TRREP operation is conflicting with the
dump attempt.

11 File system record congestion.

25 Working directory is being changed. Unable to access system file
table.

28 Directory for file cannot be extended or no free space remaining
on the device to contain the file. Copy (optionally) old traffic
recording data results files to another storage medium and delete.

2. YES: Return to main flow.
3. NO: Does ADD INFO 1 = any of the following?

2 Failure to create file. File does not exist and the file status is not
set to create, or a component of path prefix does not exist.

3 I/O unit is blocked.

4 Signal interrupt during system write.

1/15451-ANF90114 Uen Y

55 Fault Codes - Fault Tracing Directions



Domain 0 - MX-ONE Compatible Alarms

5 I/O error.

6 Request is outside of the capabilities of the device.

7 User unknown.

8 No contact with stated node.

9 File descriptor not valid

13 Access to file denied.

14 Path points outside of addressing space.

17 File exists. Not created/

20 File path not valid.

23 System file table full. Maximum number of files already open.

27 Attempt made to write file exceeding the maximum file size

31 LIM communication fault or lost signal.

32 Buffer congestion.

4. YES: Consult an expert.
5. NO: Undefined error. Consult an expert.

1.67 Fault Code 0:295 - Calendar Time Activation Request
Denied

Fault Code Description

This fault code is obtained when an unsuccessful request from the traffic recording function for a system
(calender) time indication is made. A prerequisite for the traffic recording function to work in an MX-ONE
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Service Node is that it receives continuous calender time updating. This updating is provided by the
operating system.

The traffic recording requests to get continuous updates of the system (calender) time, that shall take place
once per minute from the operating system, with the help of a "program signal", that contains date and time
information.

The following data can be read in the printout from the MX-ONE Service Node for this fault code:

ADD INFO 2

0 No individual free.

1 (Not used)

2 Incorrect ordering signal.

3 (Not used)

4 Request initiated already

Measure

1. Key the command date to check system time and date.

System time is set when the Linux OS is started.
2. Congestion in calender time handling program, or a coding error in requesting program.

ADDINFO 2 = 0 / 2 / 4.
3. Consult an expert.

1.68 Fault Code 0:296 - Congestion Value for Keycode
Sender Reached

Fault Code Description

This fault code is obtained when the volume of unsuccessful seizure attempts, congestion, relative to the
total volume, reaches or exceeds a predetermined congestion value. The congestion value is stated in unit
o/oo.

Calculation of the real congestion value is made based on the total number of seizure attempts and the
total number of unsuccessful seizure attempts for each even quarter.

1/15451-ANF90114 Uen Y

57 Fault Codes - Fault Tracing Directions



Domain 0 - MX-ONE Compatible Alarms

Provided that the used congestion value is relevant the alarm can be due to

• a faulty device
• the PBX is under-dimensioned
• a temporary high traffic flow.

The printout from the MX-ONE SN contains the following data for this fault code:

UNIT

The program unit that administers the tone code-sender function

ADD INFO 1

Recorded congestion value in o/oo.

ADD INFO 2

Internal device record.

ADD INFO 3

Defined congestion value in o/oo.

Measure

Is the device blocked? Key the command blocking -p to verify.

Device is blocked

1. Key the command blocking -e to deblock the device and command alarm to erase (reset) relevant
alarms in the alarm log.

2. After 15 minutes key the command alarm to print (list) alarms in the alarm log and verify that alarm has
not returned.

3. Alarm has returned?
4. YES: Replace the TMU-board.

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
5. After 15 minutes key the command alarm to print (list) alarms in the alarm log and verify that alarm has

not returned.
6. Alarm has returned?
7. YES: Consult an expert. Return to the main flow.

Device is not blocked

1. Traffic measurement in progress at device?
2. NO: Key the command TRKSI to initiate traffic measurement and wait for measurement result.
3. YES: Key the command TRREP to verify traffic measurement data.
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4. Contact the person responsible for the MX-ONE Service Node to determine how the alarm should be
dealt with, that is,:

• No action
• MX-ONE Service Node needs to be re-dimensioned.

5. Return to the main flow.

1.69 Fault Code 0:297 - Loss of Power (-60 V)

Fault Code Description

Disturbance in the -60 V feed to the C-wire.

Measure

1. Key command blocking -i to block the TLU board.
2. Check if power is fed through the cable to the board.
3. Is there any power?
4. YES: Change the board.

See operational directions for CONFIGURATION OF HARDWARE, REPLACEMENT.
5. Key command board_restart to restart the new board
6. NO: Change the voltage converter.
7. Key command blocking -e to deblock the board.
8. Key command alarm to erase (reset) the alarm state for the line.
9. Await the possible re-appearance of the alarm.

10. Did the alarm reappear?
11. YES: Start again from the beginning of this flow.

1.70 Fault Code 0:298 - Character error in the interface to
information computer system

Fault code description

An information system may be in the form of an interception computer, a voice mail system or a text
message system.

The interface between the MX-ONE Service Node and the information system is supervised with respect to
status (see fault locating directions for FAULT CODE 0:282), quality (see fault locating directions for FAULT
CODE 0:281), and character processing (see fault locating directions for FAULT CODE 0:298).

Character checking means that all characters used in the signals sent from the information system to the
MX-ONE Service Node are checked as follows:
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• Parity A command is entered to select checking on odd parity, checking on even parity, or no checking.
Characters with erroneous parity are “reset”, which means that the signal in which the character is
contained is interpreted as incorrect.

• Character overlay This means that the MX-ONE Service Node does not have time to attend to a
character before the next one arrives. The reason for this may be too high data transmission speed in
the interface between the MX-ONE Service Node and the information system.

• Incorrect data transmission speed Data is transmitted to the MX-ONE Service Node at a speed other
than that for which the MX-ONE Service Node is programmed. The reason for this may be that the
speed value set in the MX-ONE Service Node and in the information system do not tally.

An alarm is generated when a consecutive number of characters are identified as erroneous in one or
more of the above mentioned situations. The alarm is acknowledged after a consecutive number of correct
characters have been received. Character checking is selectable by command for each information
system.

A prerequisite for alarm handling is that manuals for the information system concerned are available.

Measure

1. Should character checking be activated?
2. NO: ignore the alarm and cancel the character checking function.

See the command description TECHNICAL REFERENCE GUIDE, ; MML COMMANDS
(INFORMATION SYSTEMS).

Return to the main flow.
3. YES: Has parity checking been initiated (odd or even)?

See the command description TECHNICAL REFERENCE GUIDE, ; MML COMMANDS
(INFORMATION SYSTEMS).

4. NO: Continue to step 9.
5. Check that the parities set in the MX-ONE Service Node and in the information system agree.

See the command description TECHNICAL REFERENCE GUIDE, ; MML COMMANDS
(INFORMATION SYSTEMS).

6. Do the parities agree?
7. YES: Continue to step 9.
8. NO: See to it that the parities agree.

See the command description TECHNICAL REFERENCE GUIDE, ; MML COMMANDS
(INFORMATION SYSTEMS).

9. Check that the data transmission speeds set in the MX-ONE Service Node and in the information
system agree.

10. Do the data transmission speeds agree?
11. NO: Continue to step 13.
12. YES: See to it that the data transmission speeds agree.

See the command description TECHNICAL REFERENCE GUIDE, ; MML COMMANDS
(INFORMATION SYSTEMS).

1/15451-ANF90114 Uen Y

Fault Codes - Fault Tracing Directions 60



Domain 0 - MX-ONE Compatible Alarms

13. Check that the data transmission speed between the MX-ONE Service Node and the information
system is not too high.

See interworking description for the information system concerned.
14. Is the data transmission speed too high?
15. NO: Continue to step 17.
16. YES: See to it that the data transmission speed is lowered.

See the command description TECHNICAL REFERENCE GUIDE, ; MML COMMANDS
(INFORMATION SYSTEMS).

17. Check whether the alarm is still activated by keying the command ICUPI to request updating from the
information system concerned.

A prerequisite for this check is that a number of extensions have unreproduced messages in the
information system and that the traffic through the MX-ONE Service Node is low.

18. Does the alarm remain?
19. YES: Consult an expert.

Return to the main flow.

1.71 Fault Code 0:299 - Digital Trunk, Wrong Pattern
Received in Idle State

Fault Code Description

Wrong bit pattern has been received in idle state. The fault remains until release guard is received.

ADD INFO 1

Pointer to the interface.

Measure

Inform the instance responsible for the line.

1.72 Fault Code 0:300 - Digital Trunk, Seizure
Acknowledgment not Received

Fault Code Description

Seize acknowledgment has not been received within the stipulated time or bit b in the signal scheme = 0
before the end of selection signal has been received. The fault remains until a seize acknowledgment is
received or when a release guard is received.
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Measure

Inform the instance responsible for the line. Return to the main flow.

1.73 Fault Code 0:301 - Digital Trunk, Wrong Bit Pattern
Received After Disconnection

Fault Code Description

A wrong bit pattern has been received after disconnection. The fault remains until a proper disconnection
signal (release guard) is received.

Measure

Inform the instance responsible for the line. Return to the main flow.

1.74 Fault Code 0:302- Digital Trunk, Wrong Bit Pattern
Received In Registration State

Fault Code Description

Bit b in the signal scheme = 1 in 1 - 2 seconds after seize acknowledgment has been sent and before end
of selection has been sent. The fault remains until clear forward is received.

Measure

Inform the instance responsible for the line. Return to the main flow.

1.75 Fault Code 0:303- ISDN Data Link Alarm

Fault Code Description

The TLU-board has discovered an error on the data link layer and has informed layer 3. Layer 3 has
analyzed the type of error and according to type some action is performed.

Possible actions are, request link restart, send alarm and block board. Assumption is that cause for alarm
will expire after a while. The alarm will be acknowledged when the TLU-board receives information from
the other side that the data link layer is in right state. Layer 3 will be informed by primitive that the data link
is established again.

ADD INFO 1

Pointer to the interface.
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ADD INFO 2

0 fault, Unsuccessful data link establishment.

1 H fault, No DL (Data Link) -RELEASE acknowledgment.

2 Maximum retransmit count exceeded

3 J fault, Invalid received sequence number.

4 K fault, Frame reject response.

5 A fault, Not expected supervisory response.

6 B, C, D, E fault, Not expected UA (Unnumbered Acknowledgment or DM (Disconnected
Mode) response.

7 F fault, SABME (Set Asynchronous Balanced Mode Extended) from peer received.

8 Q fault, Blocking received.

9 R fault, DM (Disconnected Mode) response received.

10 I fault, No response on RR (Receiver Ready) or RNR (Receiver Not Ready).

11 O fault, Received information field > N201 (260 Octets)

12 L fault, Undefined control field.

13 N fault, Received frame with incorrect length.

14 M fault

15 P fault, N2X4, Maximum number of retransmission of RNR frames exceeded.
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18 TEI Removal received.

26 TEI Removal received.

Measure

1. Another alarm connected to this interface exists in the alarm log?
2. YES: Consult fault location direction for that fault code.
3. NO: inform the instance responsible for the line. Return to the main flow.

1.76 Fault Code 0:305 - Blocked Trunk Line by a Manual
Switch on the Board

Fault Code Description

The alarm is generated in the following situation:

• The manual blocking switch on the hardware has been pressed.

ADD INFO 1

Faulty TRS-individual pointer.

Measure

1. Is the blocking lamp on the board lighting?
2. NO: Replace the board and press the manual switch on the new board.
3. Is the blocking-lamp on the board lighting?
4. NO: Consult an expert.
5. YES: Deblock the line (if that is desired) by pressing the switch on the board.

1.77 Fault Code 0:306 - Incoming Call, the Line Pulses are
not in Range

Fault Code Description

The alarm is generated in the following situations:
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• The seizure pulse has been received with a length out of range XX times. The faulty signal counter
for incoming traffic has reached the limit. (XX = limit of the faulty signal counter, APS-parameter
MAXFAULTYSIGINC).

• The terminal seizure ("Weichenbelegungs") pulse has been received with a length out of range XX
times. The faulty signal counter for incoming traffic has reached the limit. (XX = limit of the faulty signal
counter, APS-parameter MAXFAULTYSIGINC).

ADD INFO 1

Faulty TRS-individual-pointer.

Measure

1. Reset the faulty signal counter by clearing the alarm with the alarm command.
2. Initiate some incoming calls and measure the seizure pulse length.
3. Correct the pulse length in the cooperating exchange.
4. Are the pulse lengths in range?

• Pulse lengths (ms):

• normal seizure (not UIC): 50 - 80
• "Weichenbelegungs": 120 - 160
• seizure UIC: 70 - 130.

5. NO: Correct the pulse length in the cooperating exchange again.
6. YES: Check the test values in the own exchange.
7. Are the test values according to the range values?
8. YES: Consult an expert.
9. NO: set the correct test-values in the own exchange.

Pulse lengths (ms):

• normal seizure (not UIC): 50 - 80
• "Weichenbelegungs": 120 - 160
• seizure UIC: 70 - 130.

1.78 Fault Code 0:307 - Outgoing call, the Line Pulses are
not in Range

Fault Code Description

The alarm is generated in the following situations:

• The seizure acknowledgment pulse has been received with a length out of range XX times. The faulty
signal counter for outgoing traffic has reached the limit. (XX = limit of the faulty signal counter, APS-
parameter MAXFAULTYSIGOUT).
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• The forward clear acknowledgment pulse has been received with a length out of range XX times. The
faulty signal counter for outgoing traffic has reached the limit. (XX = limit of the faulty signal counter,
APS-parameter MAXFAULTYSIGOUT).

ADD INFO 1

Faulty TRS-individual-pointer.

Measure

1. Reset the faulty signal counter by clearing the alarm with the alarm command.
2. Initiate some outgoing calls and measure the seizure acknowledgment and forward clearing

acknowledgment pulse.
3. Correct the pulse length in the cooperating exchange.
4. Are the pulse lengths in range?

• Pulse lengths (ms):

• normal seizure (not UIC): 50 - 80
• "Weichenbelegungs": 120 - 160
• seizure UIC: 70 - 130

5. NO: Correct the pulse length in the cooperating exchange again.
6. YES: Check the test values in the own exchange.
7. Are the test values according to the range values?
8. YES: Consult an expert.
9. NO: Set the correct test-values in the own exchange.

Pulse lengths (ms):

• normal seizure (not UIC): 50 - 80
• "Weichenbelegungs": 120 - 160
• seizure UIC: 70 - 130

1.79 Fault Code 0:308 - Analogue Trunk, Unauthorized
Charging Pulse

Fault Code Description

The fault code is used in analogue external lines and indicates whether a faulty analogue pattern for the
charging pulse has been received.The fault is probably in the public exchange.

Measure

1. Inform the instance responsible for the line.
2. Block the line if necessary.
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1.80 Fault Code 0:309 - ISDN Data link Alarm, Bit Error in
Stream (CRC-4)

Fault Code Description

The TLU-board has discovered a bit error on the data link layer and has informed layer 3. The alarm is
discovered when the TLU-board has reached the threshold level for CRC-4 (Cyclic Redundancy Check)
errors. The alarm can be divided into three error rates which is indicated in add info 2.

ADD INFO 1

Pointer to the interface.

ADD INFO 2

0 Bit error rate > 1 / second. (Errored second ES).

1 Bit error rate > 1*10EE-3 / second. (Severed Errored Second SES).

2 Bit error rate > 1*10EE-6 / minute. (Degraded Minutes DM).

Note:

If no additional information is present in the alarm printout for ADDINFO2, the error level has not been
determined.

The alarm ceases when the TLU-board has received correct CRC-4 multi frames.

Measure

1. Another alarm connected to this interface exists in the alarm log?
2. YES: Consult fault location direction for that alarm.
3. NO: inform instance responsible for the line.

Return to the main flow.
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1.81 Fault Code 0:310 - ISDN Excessive Bipolar Violation

Fault Code Description

The alarm indicates that the accumulative bipolar violation counter has exceeded the threshold level on the
TLU-board (1.5 Bit). The alarm will be erased on the accumulative bipolar violation counter being less than
the threshold level.

ADD INFO 1

Pointer to TLU data individual.

Measure

1. Is the Media Gateway of the single unit server type?

This Media Gateway is located over the fan unit.
2. YES: Change to an other available virtual board for the ISDN trunk.

See operational directions for ROUTE DATA, RO.
3. NO: Change the TLU-board.

Consult the operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
4. Has the alarm returned?
5. YES: Clear the fault counters.

Consult the operational directions for ROUTE DATA, RO.
6. Has the alarm returned?
7. YES: probably the line is faulty in an interworking exchange, or public exchange.

Inform the instance responsible for the line.

Return to the main flow.

1.82 Fault Code 0:311- ISDN Failed Signal State

Fault Code Description

The alarm indicates that the accumulative missed framing bits or CRC-6 have exceeded the threshold
level for 10 consecutive seconds on the TLU-board (1.5 Bit). All initiated individuals on the board will be
blocked automatically. The alarm will be erased on the accumulative missed framing bits being less than
the threshold level.

ADD INFO 1
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Pointer to TLU data individual.

Measure

1. Is the Media Gateway of the single unit server type?

This Media Gateway is located over the fan unit.
2. YES: Change to an other available virtual board for the ISDN trunk.

See operational directions for ROUTE DATA, RO.
3. NO: Change the TLU-board.

Consult the operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
4. Has the alarm returned?
5. YES: Key command alarm to erase (reset) alarms in the alarm log.
6. Has the alarm returned?
7. YES: probably the line is faulty in an interworking exchange, or public exchange.

Inform the instance responsible for the line.

Return to the main flow.

1.83 Fault Code 0:312 - ISDN Digital Trunk, Loss of Signal

Fault Code Description

The trunk line unit raises the alarm on detected loss of signal for 400 msec. The alarm will be erased on
detection of framed signal for 4 seconds.

ADD INFO 1

Individual pointer of (virtual) device board.

Measure

1. Check that the trunk cables are properly connected and the cooperating/public exchange working.
2. Are connections and cooperating exchange OK?
3. NO: fix the connections or wait for the cooperating exchange to be working.

If there are free trunk ports, try another port.
4. Has the alarm returned?
5. YES: Replace the Media Gateway or the TLU board in the MX-ONE Classic.

See operational directions for REPLACING MISCELLANEOUS HARDWARE or see operational
directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
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6. Has the alarm returned?
7. YES: probably the line is faulty on interworking exchange/public exchange.

Inform the instance responsible for the trunk line.

Return to the main flow.

1.84 Fault Code 0:313 - ISDN Excessive Out of Frame

Fault Code Description

The alarm indicates that the accumulative out of frame counter has exceeded 17 for 24 hours on the TLU-
board (1.5 Bit). The alarm will be erased on the accumulative out of frame counter being less than 9.

ADD INFO 1

Pointer to TLU data individual

Measure

1. Is the Media Gateway of the single unit server type?

This Media Gateway is located over the fan unit.
2. NO: Change to an other available virtual board for the ISDN trunk.

See operational directions for ROUTE DATA, RO.
3. YES: Change the TLU board.

Consult the operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
4. Has the alarm returned?
5. YES: probably the line is faulty on an interworking exchange, or public exchange.

Inform the instance responsible for the line.

Return to the main flow.

1.85 Fault Code 0:314 - ISDN Bit Error Rate

Fault Code Description

The alarm indicates that the accumulative bit error counter has exceeded the threshold level on the TLU-
board (1.5 Bit). The alarm will be erased on the accumulative bit error counter being less than the threshold
level.
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ADD INFO 1

Pointer to TLU data individual.

Measure

1. Is the Media Gateway of the single unit server type?

This Media Gateway is located over the fan unit.
2. NO: Change to an other available virtual board for the ISDN trunk.

See operational directions for ROUTE DATA, RO.
3. YES: Change the TLU board.

Consult the operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
4. Has the alarm returned?
5. YES: probably the line is faulty on an interworking exchange, or public exchange.

Inform the instance responsible for the line.

Return to the main flow.

1.86 Fault Code 0:317 - ISDN Erred Seconds

Fault Description

The alarm indicates that the accumulative erred second counter has exceeded the threshold level on the
TLU-board (1.5 Bit). The alarm will be erased on the accumulative erred second counter being less than
the threshold level.

ADD INFO 1

Pointer to TLU data individual.

Measure

1. Is the Media Gateway of the single unit server type?

This Media Gateway is located over the fan unit.
2. NO: Change to an other available virtual board for the ISDN trunk.

See operational directions for ROUTE DATA, RO.
3. YES: Change the TLU board.

Consult the operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
4. Has the alarm returned?
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5. YES: probably the line is faulty on an interworking exchange, or public exchange.

Inform the instance responsible for the line.

Return to the main flow.

1.87 Fault Code 0:319 - Static semipermanent connection
disturbance

Fault code description

This fault code indicates that a static semipermanent connection has encountered disturbances due to LIM
isolation, blockings, and so on.

The following information is given in the printout from the exchange for this fault code:

ADD INFO 1

Failed connection´s record pointer in the program unit SSM.

Measure

1. Enter the command SEMIP:LIM=x; ;where x is the LIM number of EQU reported in the alarm.
2. Check if the static semipermanent connection is in the database?
3. NO: Consult an expert.
4. YES: Has the system, LIM or program unit SSM restarted within the past 5 minutes?
5. YES: Is the restart successfully completed?

YES: Consult an expert.
6. NO: Wait 2 minutes.
7. Is the alarm reset?
8. NO: Is external line or CAS extension involved?
9. NO: Continue to section Possible board fault.

10. YES: Is it a line fault?
11. YES: Repair the line fault.
12. NO: Is it an equipment fault?
13. NO: Continue to section Possible board fault.
14. YES: Repair the equipment.
15. Wait 2 minutes
16. Is the alarm reset
17. NO: Consult an expert.

Possible board fault
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1. Is it a board fault?
2. YES: Repair the board.
3. Wait for 2 minutes.
4. Is the alarm reset?
5. NO: Consult an expert.

1.88 Fault Code 0:320 - Telephony Calls Throttled

Fault Code Description

The MX-ONE Service Node has rejected calls due to an almost overloaded CPU (for example, caused by
high call rate, or by some heavy application executing on the same processor).

ADD INFO 1

Server processor status.

0 Less than Yellow level of signaling response time delay. No
rejection of calls.

1 Yellow to Red level of signaling response time delay. New internal
calls are rejected.

2 More than Red level of signaling response time delay. All new calls
are rejected.

Where Yellow and Red are signaling response time delay levels. The alarm is sent when a call has been
rejected (since level Yellow or Red is valid). Indirectly the signaling response time delay indicates the level
of CPU load.

ADD INFO 2

Average number of new calls the last 10 seconds.

Note:

It is possible to change the alarm trigging for High call rate.
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Measure

Check for any of the following alarms:

• Fault code 1:1 High CPU load
• Fault code 1:31 Too much memory paging
• Fault code 1:32 Slow event response

If any of these alarms are found, they should be solved first. The fault condition triggering those alarms is
most likely also the cause of this alarm.

The alarm indicates that an investigation of traffic load in this system should be performed. A reduction
of the number of extensions or external lines, move of certain applications, or a more powerful server
processor might prevent this alarm in the future.

The number of calls/second which can be handled by a MX-ONE Service Node depends on the selected
processor of the server.

1.89 Fault Code 0:321 - IP Address Blocked

Fault Code Description

The MX-ONE Service Node has received a failed registration/authentication from a specific IP address
exceeding the configured level (number of attempts). The address will be blocked for a configured number
of seconds, see the ip_telephony.conf file.

Measure

1. The source of this blocking can be an encroachment/trespassing attempt or a mis-configured device.
More information on this failure can be found in the system log of the concerned server.

2. If wanted, the detection limits can be adjusted in the ip_telephony.conf file.

1.90 Fault Code 0:324 - Faulty TMU Board

Fault Code Description

Faulty tone receiver, tone sender or multi-party equipment has been detected when performing periodic
routine test of the TMU board, or the TMU board has been placed on an invalid board position.

ADD INFO 1

Faulty function on the TMU board, or if the TMU board has been placed on an invalid board position.
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Measure

1. Was it a faulty tone receiver, tone sender, or multi-party equipment (ADD INFO 1 = 1, 2)?
2. YES: Change the TMU-board.

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
3. NO: Change to a valid board position.
4. Does the multi-party equipment function properly?
5. NO: Consult an expert. Return to the main flow.

1.91 Fault Code 0:330 - No Signaling Link Active Within
Signaling Link Set (SS7)

Fault Code Description

The alarm will be generated if none of the signaling links owned by a signaling link set is in service, that is,
in state active. (For SS7/TL81 trunk).

The following data can be read in the printout from the exchange for this fault code:

ADD INFO 1

States the individual pointer to the TRS data individual, that is, the signaling link set.

ADD INFO 2

States the signaling link set number.

ADD INFO 3

States the cause for becoming out of service [B0 - B3]:

0 Reception of consecutive LSSUs.

1 Intolerably high signal unit error rate.

2 Alignment unsuccessful.

3 Excessive delay of acknowledgments.

1/15451-ANF90114 Uen Y

75 Fault Codes - Fault Tracing Directions



Domain 0 - MX-ONE Compatible Alarms

4 Two out of three unreasonable backward sequence numbers or
FIBs.

5 Layer 1 failure.

6 Time out T6 (remote congestion).

7 Board activation.

8 Excessive pause between consecutive signal units.

Note:

If this information is not present, the cause is not determined. The Information in [B4 - B7] is for expert
use.

Measure

1. Key the command MTSSP to get the status of the signaling links within the signaling link set. Use the
information specified by ADD INFO 2 for the command entry.

2. NO: Consult an expert. Return to the main flow.
3. Is there any alarm indicating a fault on the concerned board? Key command alarm to print (list) alarms

in the alarm log.
4. YES: Consult the fault locating directions for this fault code.
5. NO: Is any of the links in state ACTIVE?
6. NO: Is any of the links in state STARTING?
7. NO: Key the command MTSDC to start a signaling link.
8. Key the command MTSSP to get the status of the signaling links within the signaling link set.
9. Is any of the links in state STARTING?

10. NO: Consult an expert.
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1.92 Fault Code 0:332 - Excessive Delay of
Acknowledgement Message

Fault Code Description

In the case a signaling message is sent to the cooperating exchange and an acknowledgement message
is expected, a time supervision will be started. The alarm will be generated when the time supervision
elapses. The message will be repeated until it is acknowledged or the alarm is cleared.

ADD INFO 1

Shows whether the message is for a board or a trunk individual.

ADD INFO 2

States the pointer of the board or trunk individual.

ADD INFO 3

States the code of the sent message.

Measure

1. Has any fault occurred in concerned LIM on concerned link set which can be the cause for this alarm?
Key command alarm to print (list) alarms in the alarm log.

2. YES: Consult the fault locating directions for this fault code.
3. NO: Check faults in the cooperating exchange.
4. Is there any fault in the cooperating exchange?
5. YES: Consult the fault locating directions for the actual alarm in the cooperating exchange.
6. NO: Start a signal trace on the unit shown in the alarm log.
7. Analyze the signal trace. If it is of too high dignity, consult an expert.

1.93 Fault Code 0:333 - Digital Trunk Group, Excessive
Number of Blocked Lines

Fault Code Description

This alarm is set when a predefined number of lines within one blocking group are manually blocked.

ADD INFO 1

States the blocking group number.
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ADD INFO 2

States the calculated threshold value of blocked lines.

Measures

1. Check the blocked lines with the command blocking -p
2. Check with command ROEDP to which route the line or lines belong.
3. Check with command RODAP which lines there are in the affected blocking group.
4. Deblock the lines with the command blocking -e

1.94 Fault Code 0:334 - Digital Transmission System Faulty

Fault Code Description

The alarm will be generated when the hardware detects a fault on the digital transmission.

ADD INFO 1

States the pointer of the board individual.

Measures

1. Has any fault occurred in concerned LIM for concerned board which can be the cause for this alarm?
Key command alarm to print (list) alarms in the alarm log.

2. YES: Consult the fault locating directions for this fault code.
3. NO: Check faults on the line and in the cooperating exchange.
4. Is there any fault on the line or in the cooperating exchange?
5. YES: Consult the instance responsible for the line or the cooperating exchange.
6. NO: Is there any hardware fault?
7. YES: Change the hardware.

Consult the operational directions for CONFIGURATION OF HARDWARE, REPLACEMENT.
8. NO: Consult an expert.

1.95 Fault Code 0:336 - Lost Data from/to Information
Computer System

Fault Code Description

An information computer system may be in the form of an interception computer, a voice mail system or
other text message system.
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The interface between the MX-ONE Service Node and the information computer system is supervised with
respect to status (fault code 0:282), quality (fault code 0:281) and character processing (fault code 0:298).
Data is sent to and from the information system in the form of messages. The messages are supervised to
determine whether or not they reach their destination (fault code 0:336).

ADD INFO 1

Direction and type of lost data.

0 A message was not sent from the MX-ONE Service Node to the information
computer system because the buffer in the MX-ONE Service Node was full.

1 A network message waiting message was not processed by the MX-ONE Service
Node due to network congestion.

2 A network message waiting message was not processed by the MX-ONE Service
Node due to RM record congestion.

ADD INFO 2

Information system identity. (Only used for ADDINFO1 = 1 or 2.)

Measure

ADD INFO 1 = 0

1. Is ADD INFO 1 = 0?
2. NO: Continue to ADD INFO 1 = 1.
3. YES: Is the information computer system on line?
4. NO: Restore the information computer system to operational status.
5. YES: Can the baud rate between the MX-ONE Service Node and the information computer system be

increased?

• YES: increase the baud rate. See the command description f or TECHNICAL REFERENCE GUIDE,
MML COMMANDS (INFORMATION SYSTEMS). Continue to the next step in the flow.

• NO: Consult an expert.
6. Acknowledge fault code 0:336.

or

See the command description for the  alarm function, in TECHNICAL REFERENCE GUIDE, UNIX
COMMANDS (alarm commands).

7. Does fault code 0:336 come back?
8. YES: Consult an expert.
9. Return to the main flow.

ADD INFO 1 = 1
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1. Is ADD INFO 1 = 1?
2. NO: Consult an expert.
3. YES: Are there any alarms indicating problems with the ISDN network?
4. NO: Consult an expert.
5. YES: Resolve any problems with the ISDN network.

Consult fault locating directions for appropriate alarm.
6. Acknowledge fault code 0:336.
7. Initiate an information computer update.

See the command description TECHNICAL REFERENCE GUIDE, MML COMMANDS (INFORMATION
SYSTEMS).

8. Does fault code 0:336 come back?

See the command description for alarm.
9. YES: Consult an expert.

10. Return to the main flow.

1.96 Fault Code 0:337 - Digital Trunk, Call Setup Message
Received for Unassigned Circuit

Fault Code Description

The alarm will be generated if a call set-up message is received identifying a circuit which is not assigned
to any time slot within the concerned signaling link set.

ADD INFO 1

states the circuit identification code.

ADD INFO 2

states the signaling link set number.

Measure

1. Consult maintenance personnel for information about the configuration of the exchange.
2. Must the circuit be initiated?
3. YES: initiate the circuit.
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1.97 Fault Code 0:339 - Quality Error in ANCD
Communication

Fault Code Description

An error has been detected in the ANCD information flow between nodes.

The interface between the PBX and the information system is supervised with respect to status (see fault
locating directions for FAULT CODE 0:282), quality (see fault locating directions for FAULT CODE 0:281)
and character processing (see fault locating directions for FAULT CODE 0:298.

Alarm 339 detects if the signal number is faulty, the checksum is not OK or the signal length is wrong.

ADD INFO 1

Type of fault:

0 Faulty signal length.

1 Faulty checksum.

2 Faulty order.

Measure

1. Does the alarm 0:281, 0:282, 0:298 exist?
2. YES: See respective fault codes.
3. NO: The quality on the channel is not good, check the transmission equipment (that is the LAN

connection).
4. Does the alarm remain?
5. YES: Consult an expert.

Return to the main flow.
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1.98 Fault Code 0:345 - Information Computer, Faulty
Communication Channel

Fault Code Description

The fault code is obtained when the General Information Computer Interface is unable to communicate
with the external application using the Ethernet port due to:

• faulty network connection between the exchange and the external application
• faulty external application.

Measure

1. Is the cable connection and external application bad?
2. YES: Correct cable and/or external application.
3. Key command alarm to print (list) alarms in the alarm log.

Has the alarm been erased?
4. NO: Check the Ethernet port and Ethernet board.

See fault locating instructions for MiIVOICE MX-ONE FAULT LOCATION
5. After 15 minutes key the command alarm to print (list) alarms in the alarm log.
6. Has the alarm returned?
7. YES: Consult an expert.

Return to the main flow.

1.99

Fault Code 0:346 - Information computer output buffer overflow

Fault code description

The fault code is obtained when the output buffer for the connected information computer system is full.

Measure

1. Is there any bad cable connection and/or faulty external application?
2. YES: Correct cable connection and/or external application.
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3. Key command alarm to print (list) alarms in the alarm log.

Has the alarm been erased?
4. NO: Check the Ethernet port and Ethernet board.

See fault locating instructions for MIVOICE MX-ONE T FAULT LOCATION
5. After 15 minutes key command alarm to print (list) alarms in the alarm log.
6. Has the alarm returned?
7. YES: Consult an expert.

Return to the main flow.

1.100 Fault Code 0:347 - Synchronization Fault for DECT
Fixed Part

Fault Code Description

Synchronization between all ELU31 boards in the system is handled by a Dect synchronization RING
structure. The RING consists of separate electrical interfaces.

Only one ELU31 board (RING MEMBER) in each subrack can be connected directly to the RING, the other
ELU31 boards (BUS SLAVES) in the subrack receive synchronization signals and FRAME COUNTER
values through a bus connection in the backplane.

The synchronization alarm is generated in the following situations:

• broken RING cable
• unplugged RING cable
• broken or unplugged BUS cable
• individual board failure
• faulty RING receiver
• faulty RING transmitter
• faulty BUS receiver
• faulty BUS transmitter
• configuration fault.

ADD INFO 1

Pointer to faulty individual.

ADD INFO 2

Description of the type of fault
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0 Loss of communication on RING interface

1 Loss of synchronization on RING interface

2 Loss of synchronization on BUS interface

3 Loss of synchronization on BUS interface

4 Unplugged RING cable transmitter side

5 Unplugged RING cable receiver side

6 Unplugged BUS cable, transmitter- and/or receiver side

12 Faulty operation of Automatic Cable Delay Measurement
(ACDM)

Measure

First check that all ELU31 boards have latest FW. And that all ring boards are of the same type.

• ELU31/3 and ELU31/4 ‘index_3_mode’
• ELU31/4 ‘index_4_mode’

To verify mode on ELU31/4 boards key command dect_cfp -p -v -s ring.

For each alarm there is a count value indicating how often the alarm has been reported. Use command
alarm -p -f detail.

1. Does the fault printout show value 0 for ADD INFO 2?
2. YES: Go to section ADD INFO 2 = 0.
3. NO: Does the fault printout show value 1 for ADD INFO 2?
4. YES: Go to section ADD INFO 2 = 1.
5. NO: Does the fault printout show value 2 for ADD INFO 2?
6. YES: Go to section ADD INFO 2 = 2.
7. NO: Does the fault printout show value 3 for ADD INFO 2?
8. YES: Go to section ADD INFO 2 = 3.
9. NO: Does the fault printout show value 4 for ADD INFO 2?

10. YES: Go to section ADD INFO 2 = 4.
11. NO: Does the fault printout show value 5 for ADD INFO 2?
12. YES: Go to section ADD INFO 2 = 5.
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13. NO: Does the fault printout show value 6 for ADD INFO 2?
14. YES: Go to section ADD INFO 2 = 6.
15. NO: Does the fault printout show value 12 for ADD INFO 2?
16. YES: Go to section ADD INFO 2 = 12.
17. NO: Is additional text ‘Receiving PCM synchronization is bad’?
18. YES: Go to section PCM synchronization faulty.
19. NO: Undefined error. Consult an expert.

ADD INFO 2 = 0

Loss of communication on Dect synchronization RING interface.

There is a checksum control on the communication, bit error(s) in that control can cause this alarm. The
cable could be too long or not be shielded and other equipment can cause disturbance.

1. Attend to all 347 ‘unplugged TX/RX cable’ if any.
2. Check the ring structure, with t. ex. dect_cfp -p -s ring.
3. Verify the cabling for the RING. Cable is not cut, no glitch in cross connection points. Cable is too long?

Verify the cable length and dimension to specification in Installation Instruction.
4. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute.
5. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
6. NO: Return to the main flow.
7. YES: Key command diagnostic_print -unit CTLP -lim x -request ‘clock quality
snap view, verbose’, check jitter on the pcm clock and/or jitter on the ACDM measurement.

Are the values stable?
8. YES: Continue to section ELU31 board.
9. NO: Replace the board reporting the fault

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
10. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute.

Does the fault remain?
11. NO: Return to the main flow.
12. YES: Replace the board that is before the board that is reporting the fault. Use command dect_cfp -

p -s ring to find previous board in the ring.
13. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute. Does the fault remain?
14. NO: Return to the main flow.
15. YES: this could be a problem with the MGU board in the previous boards subrack.
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Consult an expert.

ADD INFO 2 = 1

Loss of Dect synchronization on Dect synchronization RING interface.

1. Attend to all 347 ‘unplugged TX/RX cable’ if any.
2. Check the ring structure with dect_cfp -p -s ring.
3. Verify the cabling for the RING. Cable is not cut, no glitch in cross connection points. Cable is too long?

Verify the cable length and dimension to specification in Installation Instruction.
4. Key the command alarm-e --alarm-code 347 -e --alarm-code 347 to erase (reset) fault code

0:347 in the alarm log.

Wait one minute
5. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
6. NO: Return to the main flow.
7. YES: Key command diagnostic_print -unit CTLP -lim x -request ‘clock quality
snap view, verbose’, check jitter on the pcm clock and/or jitter on the ACDM measurement. Are
the values stable?

8. YES: Continue to section ELU31 board.
9. NO: Replace the board reporting the fault

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
10. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute.

Does the fault remain?
11. NO: Return to the main flow.
12. YES: Replace the board that is before the board that is reporting the fault. Use command dect_cfp -

p -s ring to find previous board in the ring.
13. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute.

Does the fault remain?
14. NO: Return to the main flow.
15. YES: this could be a problem with the MGU board in the previous boards subrack. Do consult an expert.

ADD INFO 2 = 2

Loss of communication on BUS interface.

1. Is the ELU31 board placed in subrack with BUS INTERFACE integrated in the backplane?
2. NO: verify the cabling for the BUS interface.
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3. YES: Is the bus cable connected to the ELU31 board?

NO: Continue to section ELU31 board.

YES: Remove the bus cable.
4. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute
5. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
6. NO: Return to the main flow.
7. YES: Continue to section ELU31 board.

ADD INFO 2 = 3

Loss of synchronization on BUS interface.

1. Is the ELU31 board placed in a subrack with BUS INTERFACE integrated in the backplane?
2. NO: verify the cabling for the BUS interface.
3. YES: Is the bus cable connected to the ELU31 board?

NO: Continue to section ELU31 board.

YES: Remove the bus cable.
4. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute.
5. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
6. NO: Return to the main flow.
7. YES: Continue to section ELU31 board.

ADD INFO 2 = 4

Unplugged Dect synchronization RING cable on transmitter side, TX.

1. Verify if the plug for the RING cable is connected to the outgoing side (transmitter side).
2. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute.
3. Key the command alarm to print (list) alarms in the alarm log and verify the result

Does the fault remain?
4. NO: Return to the main flow.
5. YES: Continue to section ELU31 board.
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ADD INFO 2 = 5

Unplugged Dect synchronization RING cable on the receiver side, RX.

1. Verify if the plug for the RING cable is connected to the incoming side (receiver side).
2. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute.
3. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
4. NO: Return to the main flow.
5. YES: Continue to section ELU31 board.

ADD INFO 2 = 6

Unplugged BUS cable, transmitter-, or receiver side, or both transmitter- and receiver sides.

1. Verify if the plugs for the BUS cables are connected to the incoming and outgoing side (transmitter- and
receiver side).

2. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute.
3. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
4. NO: Return to the main flow.
5. YES: Continue to section ELU31 board.

ADD INFO 2 = 12

The Automatic Cable Delay Measurement is faulty.

Measurement is made by previous board and communicated down wards.

Figure 1: Measurement
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1. Attend to all 347 ‘Loss of communication on the Dect synchronization ring’ if any.
2. Check the ring structure with ‘dect_cfp -p -s ring’.
3. Verify the cabling for the RING. Cable is not cut, no glitch in cross connection points. Cable is too long?

Verify the cable length and dimension to specification in Installation Instruction.
4. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute.
5. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
6. NO: Return to the main flow.
7. YES: Key command diagnostic_print -unit CTLP -lim ‘previous board lim’ -
request ‘clock quality history view’

key the command diagnostic_print -unit CTLP -lim ‘include reporting lim and
previous boards lim’ -request ‘clock quality snap view, verbose’ to check
the ACDM values where minimum and maximum are not equal.

Are the pcm clock jitter stable and ACDM min=max?
8. YES: Continue to section ELU31 board.
9. NO: Replace the board previous to the reporting board.

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
10. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute.
11. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
12. NO: Return to the main flow.
13. YES: Replace the board that is reporting the fault.
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14. Key the command alarm -e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute.

Does the fault remain?
15. NO: Return to the main flow.
16. YES: this could be a problem with the MGU board in the previous boards subrack. Please consult an

expert.

PCM synchronization faulty

1. Check the ring structure with ‘dect_cfp -p -s ring’.
2. Verify the cabling for the RING. Cable is not cut, no glitch in cross connection points. Cable is too long?

Verify the cable length and dimension to specification in Installation Instruction.
3. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute.
4. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
5. NO: Return to the main flow.
6. YES: Key command diagnostic_print -unit CTLP -lim all -request ‘clock quality
history view’ or multiple ‘clock quality snapshot. Are the values stable? Or are the
values high?

7. NO: Continue to section ELU31 board.
8. YES: Continue to check the values for the previous boards until a board with stable/low values are

found.
9. This could be a problem with the MGU board or incoming synchronization in the subrack with stable

values. Please consult an expert.

ELU31 board

1. Block the faulty ELU31 board that gives the alarm.

Key the command blocking -i --board-position
2. Is there any traffic on the ELU31 board?

Check the result of the blocking command.
3. YES: Do the previous step again.
4. NO: Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm

log.
5. Restart the faulty ELU31 board that gives the alarm. Key the command board_restart .
6. Deblock the ELU31 board.

Key the command blocking -e.
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7. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
8. YES: verify the configuration of the DECT system. That only one board per subrack is a ring board. That

all boards has synchronization role. That all delay values are reasonable, see installation instruction to
find typical delay across a copper cable.

9. Does the fault remain?
10. YES: Are BUS slaves placed in subrack with BUS INTERFACE integrated in the backplane?

NO: Continue to the next step.

YES: Are bus cables connected to the ELU31 boards that are BUS slaves?

NO: Continue to the next step.

YES: Remove the bus cables.
11. Key the command alarm-e --alarm-code 347 to erase (reset) fault code 0:347 in the alarm log.

Wait one minute.
12. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
13. YES: Replace the faulty ELU31 board that gives the alarm.

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
14. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
15. YES: Are there more than one board on the same bus that give alarm?
16. YES: The fault may be in the RING MEMBER board. Try to replace the RING MEMBER board.
17. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
18. YES: Change the ring cables and bus cables (if they exist).
19. Key the command alarm to print (list) alarms in the alarm log and verify the result.

Does the fault remain?
20. YES: Consult an expert.

Return to the main flow.
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1.101 Fault Code 0:348 - Synchronization Disturbance for
DECT Fixed Part

Fault Code Description

The alarm indicates that a disturbance is detected on the synchronization between two ELU31 boards.
The disturbance may be caused by a mismatch between the received and the local Frame Counter Value
(controlled by the Device Processor) or that a synchronization reload has occurred the board.

This can occur during maintenance and/or when changing synchronization source.

• New ring master, no measure.
• New external synchronization source, no measure.
• Initiating board, no measure.
• Manual restart of board, no measure.

When the alarm keep appearing spontaneously it is an indication on that synchronization is either not
stable or not present at all and this will cause disturbance for the dect users.

ADD INFO 1

Pointer to disturbance marked individual.

ADD INFO 2

Correction of Delay Compensation or Frame Counter when:

• Faulty MGU board.
• Synchronization distortion caused by bad or disturbed cable. Very noisy environment requires shielded

cables.
• Faulty board.
• Too long synchronization cable or too thin wires.
• Other media for DECT synchronization than copper is not approved.
• Repeaters in the DECT synchronization ring are not approved.

Note:

This may lead to that the base stations are restarted.
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Measure

For each alarm there is a count value indicating how often the alarm has been reported. Use command
‘alarm -p -f detail’

1. Mismatch in Frame Counter value or reload of synchronization counter has occurred.
2. Does the alarm occur frequently?
3. NO: take note of the alarm and observe the alarm log. If the alarm does not occur again, there has only

been an accidental disturbance that has been fixed by the system.
4. YES: Check that all media gateways, with ELU31 boards, has correct synchronization source, key

command trsp_synchronization. Consider the faulty configuration case described in installation
description. This alarm is typical for that faulty configuration.

5. Check the built in diagnostic in CTLP. Key command diagnostic_print -unit CTLP -lim x -
request xxx

Check the accumulated delay at ring master, should not exceed 2000 nano seconds, consult installation
instruction for action to take

Check the clock quality data for the whole ring, history and snap view. Has jitter high values or unstable
values?

6. NO: Continue next step.
7. YES: Replace the board previous to the board reporting high/unstable values
8. Clear the history and min/max values with diagnostic_print -unit CTLP -lim all -request
xxx.

9. Wait up to 30 minutes, check the clock quality data, history and snap view. Are there still high/unstable
values?

10. NO: Continue next step.
11. YES: Replace the board with the high/unstable values.
12. Erase fault code 0:348 with the command alarm-e --alarm-code 348
13. Key command alarm to print (list) alarms in the alarm log to check if the alarm returns.
14. Does the fault remain?
15. YES: Check all synchronization cables connected to the disturbance marked board. Replace them if

necessary. Check if other media than copper wires are used for the DECT synchronization ring.
16. Does the fault remain?
17. YES: Restart the MGU board in the LIM where the ELU31 board is located that transmits the

synchronization signals to disturbance marked board. Check if other media than copper wires are used
for the DECT synchronization ring.

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
18. Does the fault remain?
19. YES: Restart the MGU board in the LIM where the fault occurs.

See operational directions for REPLACING BOARDS IN MX-ONE MEDIA GATEWAYS.
20. Does the fault remain?
21. YES: Consult an expert. Include diagnostic_print data in the ticket.
22. Return to the main flow.
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1.102 Fault Code 0:349 - Faulty RFP for DECT Fixed Part

Fault Code Description

The alarm indicates faulty Radio Fixed Part (RFP). This alarm is generated in the following situations:

• The RFP is initiated but physically not connected. - The RFP is marked as faulty.

ADD INFO 1

Pointer to faulty individual.

ADD INFO 2

Description of the type of fault.

2 RFP initiated but not connected.

4 RFP faulty.

ADD INFO 3

Faulty RPN (Radio Fixed Part Number)

Measure

For each alarm there is a count value indicating how often the alarm has been reported. Use command
‘alarm -p -f detail’.

1. Does the fault printout show value 2 for ADD INFO 2?
2. YES: Go to section ADD INFO 2 = 2.
3. NO: Does the fault printout show value 4 for ADD INFO 2?
4. YES: Go to section ADD INFO2 = 4.
5. NO: Undefined error, consult an expert.

ADD INFO 2 = 2

The RFP is initiated, but no connection between the ELU31 board and the RFP.

1. Check the connection between the ELU31 board and RFP. Also, check if the RFP is connected to
correct port on the ELU31 board.

2. Also visually check that the RFP indicates power ON.
3. Does the fault remain? Key the command alarm to print (list) alarms in the alarm log
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4. YES: Replace the RFP.

See operational directions for CORDLESS EXTENSION.
5. Does the fault remain?

Key the command alarm to print (list) alarms in the alarm log.
6. YES: Consult an expert.

Return to the main flow.

ADD INFO 2 = 4

The RFP is reported as faulty.

1. Restart the RFP with the command dect_rfp

See operational directions for CORDLESS EXTENSION.
2. Has the fault returned?

Key the command alarm to print (list) alarms in the alarm log.
3. YES: Replace the RFP.

See operational directions for CORDLESS EXTENSION.
4. Has the fault returned?

Key the command alarm to print (list) alarms in the alarm log.
5. YES: Consult an expert.

Return to the main flow.

1.103 Fault Code 0:350 - CSTA, Faulty Communication
Channel

Fault Code Description

The fault code is obtained when CSTA cannot communicate with an external application using this
Ethernet port due to:

• faulty network connection between the exchange and the external application
• faulty external application.

The following information is given in the printout from the exchange for this fault code:

ADD INFO 1

Individual pointer to link group individual.
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Measure

1. Is cable and/or external application faulty?
2. YES: Correct cable and/or external application.
3. Has the alarm been erased?
4. NO: Check the Ethernet port and Ethernet board.

See fault locating instructions for MIVOICE MX-ONE FAULT LOCATION.
5. After 15 minutes key the command alarm to print (list) alarms in the alarm log.
6. Has the alarm returned?
7. YES: Does printout for the command CSTLP indicate that the link is faulty?
8. YES: Consult an expert.

Return to the main flow.

1.104 Fault Code 0:358 - SMS, Faulty Communication
Channel

Fault Code Description

The fault code is obtained when there is a problem with the communication to external SMS equipment.
There are two types of fault.

• Service node is SMS server, sms_server_initiate. External equipment sends SMS to the service
node.

• Service node is SMS client, sms_client_initiate. Extension sends SMS to external equipment.
When this alarm is raised will this service node stop sending SMS to this IP address.

The alarm is cleared when a heart beat or SMS message is received by the service node SMS server. The
heart beat is expected every minute.

Measure

Report from service node SMS server

The service node expect that a heart beat message is received once per minute. If no such message or
other messages has been received from the external equipment is this alarm raised. It will be cleared at
the first heat beat or SMS message received from the external equipment.

1. Check what IP address the service node SMS server have.
2. Check the external equipment.

a. Does the external equipment send SMS to the IP address of the service node SMS server?
b. YES: Continue.
c. NO: Change the IP address in the external equipment.
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3. Check the external equipment.

NO: Continue.

a. Does LEDs or other indicators show any problem?
b. YES: Look in the manual for external equipment how to handle the indicated fault.

4. Log on to the server that has reported the fault and key ping xx.xx.xx.xx, the address of external
equipment.

a. Does the external equipment answer on ping?
b. YES: Continue.
c. NO: Check cables and IP network.

5. Log on to the external equipment or equivalent tool to send a test SMS to service node.

a. Can the external equipment send SMS to the service node and the extension has received it?
b. YES: End.
c. NO: Check the IP address used in external equipment for addressing the service node. Check the IP

address in service node for addressing the external equipment.
6. Remove the service node SMS server with command sms_server_end and initiate it again with

command sms_server_initiate . Wait up to 5 minutes.
7. Alarm still active?

YES: Consult an expert.

NO: End.

Reported from service node SMS client

When extension sends SMS to the service node it will setup a connection to the external equipment. If
this failed is an alarm raised. When this alarm is raised will this service node stop sending SMS to this IP
address.

The alarm is cleared when a heart beat or SMS message is received by the service node SMS server. The
heart beat is expected every minute.

1. Check that the fault reporting service node SMS client data is configured correctly, Key
sms_client_print

a. Is the client IP address correct?
b. YES: Continue.
c. NO: Remove faulty client data and initiate the IP address of the external equipment.

2. Log on to the server that has reported the fault and key ping xx.xx.xx.xx, the address of external
equipment.

a. Does the external equipment answer on ping?
b. YES: Continue.
c. NO: Check cables and IP network.

1/15451-ANF90114 Uen Y

97 Fault Codes - Fault Tracing Directions



Domain 0 - MX-ONE Compatible Alarms

3. Log on to the external equipment or equivalent tool to send a test SMS to service node.

a. Can the external equipment send SMS to the service node and the extension has received it?
b. YES: Continue.
c. NO: Continue at Report from service node SMS server.

4. Send a SMS from an extension in the service node that reported the fault.

a. Could the extension send a SMS and it was received by the intended extension?
b. YES: End.
c. NO: Check the IP network. This service node have problem to connect to the external equipment.

5. Check the count indicator on the alarm, use alarm -p -f detail.

a. Are count more then 1?
b. YES: This indicates an intermittent fault. Probably caused by IP network congestion.
c. NO: Continue.

6. Remove the service node SMS client with command sms_client_end -lim to remove only faulty
client and initiate it again with command sms_client_initiate -lim

7. Send a SMS from an extension in the service node that reported the fault.
8. Could the extension send a SMS and it was received by the intended extension?

a. YES: End.
b. NO: Consult an expert.

1.105 Fault Code 0:359 - Routing Server, Faulty IP
Connection to Satellite

Fault Code Description

The fault code is obtained when the Routing Server has found a faulty IP connection towards a satellite.
A Faulty IP connection is discovered when the routine check is performed in Routing Server towards a
satellite.

ADD INFO 1

0 The first initiated IP connection is faulty.

1 The second initiated IP connection is faulty.

ADD INFO 2

Digits 1 - 4 in the destination code to satellite.
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ADD INFO 3

Digits 5 - 8 in the destination code to satellite.

ADD INFO 4

Digits 9 - 10 in the destination code to satellite.

Measure

Consult an expert.

1.106 Fault Code 0:360 - Routing Server, PNR Table Has
Been Split

Fault Code Description

The fault code is obtained when the PNR table is split. If the length of the entry in the satellite is shorter
than the length of the entry in the Routing Server, the PNR table in the satellite will be split until it matches
the length of the entry in the Routing Server.

No additional information is supplied.

Measure

This is just an indication alarm, no measures are to be taken.

The system administrator should verify the changed data in the PNR table, and perform a system dump.
Key command alarm to erase (reset) the alarm.

1.107 Fault Code 0:362 - Device Board is at Alarm Level 2

Fault Code Description

An alarm is generated by the MX-ONE system for the ELU34 analog extension board due to traffic through
the board, when the temperature and power dissipation values on the board fall in the range of alarm level
2 defined for this board type.

The alarm is reset by the system when the board alarm level changes from alarm level 2 to any other
defined alarm level.

If the board is at alarm level 2, no new traffic is allowed for the board. The board blocks all the new
outgoing calls from the extensions initiated on the board and system software blocks the new incoming
calls to the connected extensions.

The ongoing traffic is not affected by transition of alarm levels.
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Measure

1. Key the command call_trace -bpos to check the number of calls through the board.
2. Is there an alarm even though there is only low traffic through the board?
3. YES: Consult an expert.
4. NO: Wait for some time to allow the clearance of few ongoing calls through that board.
5. Enter the command alarm to print (list) alarms in the alarm log.

Has the alarm been acknowledged by the system?
6. YES: Return to the main flow .
7. NO: Are the fans in the fan unit functioning correctly?
8. YES: Consult an expert.
9. NO: Repair or replace any faulty fan equipment.

10. Does the alarm remain?
11. YES: Is the room temperature too high?
12. NO: Consult an expert.
13. YES: adjust the cooling equipment to achieve an acceptable room temperature.

The cooling equipment can be out of order or can have too low capacity.
14. Does the alarm remain?
15. YES: Consult an expert.

1.108 Fault Code 0:365 - Device Fault

Fault Code Description

The alarm indicates a detected device fault. See Additional information for detailed description.

ADD INFO 1

Type of fault.

1 Ring lead on ELU34 individual grounded.

Note:

Permanent board damage may occur.
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Disconnect and check the connected cable immediately. This situation may cause permanent board
damage

This event will set the Linefault bit in the blocking information, see command blocking

If the ELU34 has reported this event several times the instrument bit in the blocking information will also be
set, see command blocking. If this stage is reached the ALARM and blocking will not clear itself. Both
BLOCKING and ALARM must be cleared manually, see commands alarm and blocking

1.109 Fault Code 0:366 - Inconsistency Between Defined
ITYPE and Active Terminal

Fault Code Description

The alarm indicates a detected inconsistency between initiated and plugged-in terminal types for the
ELU33 digital extension board. See additional information for detailed description.

Additional information gives the directory number of the extension and the ITYPE of the newly connected
terminal. See Digital Key System Telephone parameter description for ITYPE values.

ADD INFO 1

Directory Number where r = XXX, Connected ITYPE = yy.

Measure

If the terminal is the correct model that shall be used, the extension data must be removed and re-initiated
with the correct instrument type (ITYPE). If the terminal is not the correct one, but the extension data is
correct, replace the terminal. The alarm must be manually cleared when the extension is re-initiated with
the correct ITYPE.



Domain 1 - SES 2
This chapter contains the following sections:

• Fault Code 1:1 - High CPU Load
• Fault Code 1:2 - Alarm Block, AL, Could Not Read Configuration File
• Fault Code 1:3 - Configuration of DMDR Database Access is Invalid
• Fault Code 1:4 - Write to SMDR Database Failed
• Fault Code 1:5 - Connect To SMDR Database Failed
• Fault Code 1:6 - Speech Quality Value at Red Level
• Fault Code 1:7 - Speech Quality Value at Yellow Level
• Fault Code 1:8 - Call Information Output Queue Almost Full
• Fault Code 1:9 - Safety Backup Passed
• Fault Code 1:10 - Safety Backup Failed
• Fault Code 1:21 - Backup of System Database Data Has Failed
• Fault Code 1:22 - Rollback of System Database Data Has Failed
• Fault Code 1:23 - Rollback of System Database Data Successful
• Fault Code 1:30 - There are Analyzed Core Files to Report
• Fault Code 1:31 - Too Much Memory Paging
• Fault Code 1:32 - Slow Event Response
• Fault Code 1:33 - Inter-LIM Connection is Lost
• Fault Code 1:34 - CONFIG Mirror Has Failed
• Fault Code 1:36 - High Load in Program Unit
• Fault Code 1:37 - Data Backup Needed
• Fault Code 1:38 - Linux Software Raid Alert
• Fault Code 1:39 - Not Enough Free Space on Disk Partition
• Fault Code 1:40 - Mandatory Directory Missing
• Fault Code 1:50 - Board Revision Control
• Fault Code 1:51 - Trace Stopped
• Fault Code 1:52 - No Contact with the External Database
• Fault Code 1:53 - Cannot Read from System Database
• Fault Code 1:55 - System Database Out of Order
• Fault Code 1:56 - NTP State is Not Correct
• Fault Code 1:57 - System Database Schema Version Mismatch between Hosts
• Fault Code 1:58 - License Expiry Warning
• Fault Code 1:59 - License has Expired
• Fault Code 1:60 - SLS Process Failure

Service System Faults are explained in this section.
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2.1 Fault Code 1:1 - High CPU Load

Fault Code Description

This alarm is indicating that the CPU, processor is constantly working so that the idle process is not
reached. Normally this is an indication that there are applications working in an abnormal way in the
processor, or that there are too many applications running on the processor.

Measure

1. Log in (as root) to the system. Key the command alarm to print (list) alarms in the alarm log.
2. Is the alarm still present?
3. NO: Continue to step 6.
4. YES: Are there any processes that are orphans?
5. YES: Continue to step 9.
6. NO: Key the linux command top to list processes that are running.
7. Is the idle process running at all?
8. NO: monitor the top command to see if some processes are sporadically using too much CPU power.

Is any process using CPU power intermittently?

NO: It seems the processor running the application is too weak. A reconfiguration to minimize the
number of active applications are recommended. However, a restart of the processor might remedy
the problem. Keep a printout of ps -ax for further reference. Make a reboot at a convenient time and
compare printouts. An investigation of the applications running on the system is recommended together
with an applications expert to determine what changes to the configuration that can be made.

YES: Continue to step 9.
9. YES: What programs are consuming most processor time? If a process is consuming the major part of

the available processor power check what system function it is providing.
10. Is the application a telephony application?
11. YES: Reload/restart the application with the command restart. If the fault is recurring make a core

dump with the linux command core_dump for diagnostic use prior to the restart.

Continue to step 13.
12. NO: Is the application a system function (daemon)?
13. YES: Restart the function as root by typing systemctl restart function_name

Continue to step 17.
14. NO: Is the process started from a shell and not running any necessary process?
15. NO: Restart the processor when convenient, after keeping a printout of ps -ax. Compare the printout

with a new ps -ax printout in the just restarted CPU. Check if the offending process is present but
working ok, in this case check if any other differences are noted. If the problem is persistent report the
problem to the vendor of the problematic application.

16. YES: Key the linux command kill -9 xxx to end the rouge process xxx.
17. Key the command top to list the processes that are running. Make sure that the load condition has

ended, that is, the idle process is running.
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18. Is the alarm 1:1 denoted to severity level 1?
19. Consult an expert.

2.2 Fault Code 1:2 - Alarm Block, AL, Could Not Read
Configuration File

Fault Code Description

The alarm log program unit AL has three different configuration files:

• /opt/eri_sn/etc/alarm_severity.conf
• /opt/eri_sn/etc/alarm_text.conf
• /opt/eri_sn/etc/alarm_log.conf

This alarm is a result of that AL failed to read one or several of these files. Possible cause can be:

• a file does not exist
• a file does not exist
• the file content is garbled
• the file has been edited and a syntax error was introduced

Measure

1. Key the command alarm to print (list) alarms in the alarm log and analyze the information.
2. Can you find the problem in the information listed?
3. YES: Correct the problem
4. NO: Make sure the correct files (as supplied by Mitel) are present at the correct path.
5. Key the command alarm to erase (reset) alarms in the alarm log.
6. Key the command alarm_cfg to read the configuration files again
7. Key the command alarm to print (list) alarms in the alarm log and check if the problem still exist

Does the alarm still exist?
8. YES: Key the command alarm to print (list) alarms in the alarm log and analyze the information.
9. Has the information changed since step 1?

10. YES: Start again from the beginning.
11. NO: Consult an expert
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2.3 Fault Code 1:3 - Configuration of DMDR Database
Access is Invalid

Fault Code Description

-

Measure

1. Print data - use the command callinfo_status_print -output all to print current data.
2. Change data - use the command callinfo_output_set to correct the setup.

2.4 Fault Code 1:4 - Write to SMDR Database Failed

Fault Code Description

When trying to write to the output unit it was not possible to send any data to the unit.

Measure

1. Use the command alarm -p --format full. The “Additional text” field, will explain the problem in
greater detail.

The reason can be:

• The database does not exist.
• Directory does not exist.
• User has no access rights.
• The output (V24/printer/TCP) can not write data to the device. That is, there could be a buffer full,

device off-line, cable problems, application/driver not running, and so on.
• The target computer exists but is changed or reconfigured.
• The target computer does not exist.

2. Use the linux commands ping and traceroute .

With these commands it is possible to examine the network configuration, and to determine if the network
path to the host is working.
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2.5 Fault Code 1:5 - Connect To SMDR Database Failed

Fault Code Description

Failure to connect to the output is generally due to media or cable problems. (DNS is not used to find the
target machine as DNS look up in a real time applications affects performance.)

Measure

1. Use the command alarm -p --format full. The “Additional text” field, will explain the problem in
greater detail.

The reason can be:

• Directory does not exist.
• User has no access rights.
• IP address/Hostname or port is faulty.

2. Print the configuration. Use the command callinfo_status_print -output all to print current
data. Check that the server data is valid.

3. Use the linux commands ping and traceroute.

With these commands it is possible to examine the network configuration, and to determine if the network
path to the host is working.

2.6 Fault Code 1:6 - Speech Quality Value at Red Level

Fault Code Description

The quality of service alarm function has detected that a number of calls has had a bad speech quality. The
cause of this are probably due to the configuration of the devices involved in the calls. The data that was
used to trigger the alarm can be found in the call logging output data, if call logging was enabled and was
storing the Quality of Service, QoS data.

Measure

1. Use the command callinfo_limit_print to see the current status of the supervision function and
the specified alarm levels used.

2. If possible analyse the call logging data at the time of the alarm. Look for call records where the
a2bSimpleR_value or b2aSimpleR_value are less than the bad limit.

3. These faulty samples should the be examined to determinate if the RTCP addresses used in these
calls can be affiliated with a certain path in the network or some common equipment or bottle necks.
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Try to investigate if the path in the network has the necessary bandwidth to cope with the RTCP traffic
currently allocated to it.

• Use external “sniffers” to examine the load in the network.
• Examine logs in routers and gateways if possible.
• Use external measurement tools to do analysis of traffic paths.
• Examine the use of Diffserv Code Point values in the network. See the file /etc/

system_conf.xml , for values used in the telephony application. The network might not use
diffserv to prioritize between real time applications, in this case, please consider to enable diffserv if
possible.

2.7 Fault Code 1:7 - Speech Quality Value at Yellow Level

Fault Code Description

The quality of service alarm function has detected that a number of calls has had a poor speech quality.
The cause of this are probably due to the configuration of the devices involved in the calls. The data that
was used to trigger the alarm can be found in the call logging output data, if call logging was enabled and
was storing the Quality of Service, QoS data.

Measure

1. Use the command callinfo_limit_print to see the current status of the supervision function and
the specified alarm levels used.

2. If possible analyse the call logging data at the time of the alarm. Look for call records where the
a2bSimpleR_value or b2aSimpleR_value are less than the warning limit.

3. These faulty samples should the be examined to determinate if the RTCP addresses used in these calls
can be affiliated with a certain path in the network or some common equipment or bottle necks.

Try to investigate if the path in the network has the necessary bandwidth to cope with the RTCP traffic
currently allocated to it.

• Use external “sniffers” to examine the load in the network.
• Examine logs in routers and gateways if possible.
• Use external measurement tools to do analyses of traffic paths.
• Examine the use of Diffserv Code Point values in the network. See the file /etc/system_conf.xml

, for values used in the telephony application. The network might not use diffserv to prioritize between
real time applications, in this case, do consider to enable diffserv if possible.
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2.8 Fault Code 1:8 - Call Information Output Queue Almost
Full

Fault Code Description

Output to SQL database, V24 (serial line) and TCP/IP is done asynchronously. This means that when a call
information record is produced, it is put in an output FIFO queue. Queued records from the output FIFO
queue is then written out as fast as the flow control allows.

This alarm indicates that the output FIFO queue is almost full. No information has yet been lost, but the
safety margin is too small. (If the queue gets totally full you will get alarm Fault Code 1:4 - Write to SMDR
Database Failed on page 105.)

Measure

The current number of queued records in the output FIFO queues can be examined with the command
callinfo_status_print .

Possible reasons for this alarm are:

• The throughput of the media (V24, ethernet, database) is too low to cope with the call rate of the
exchange.

If this is the case, consider using a faster media, or splitting the output to several parallel media.

• Due to an external disturbance (like LAN hick-up) the throughput of the media (V24, ethernet, database)
was temporarily lowered or stopped.

If this is the case, consider what can be done to avoid future disturbances.

• The network connectivity is broken, and the information records are being queued up.

If this is the case, fix the network.

2.9 Fault Code 1:9 - Safety Backup Passed

Fault Code Description

This fault code does not indicate any fault. It just tells that a safety backup has been performed to
satisfaction.

Safety backups are performed as periodic background jobs. The only way to indicate that the job has
been performed is through the event log, and thus as a fault code. For further information about the safety
backup, see operational directions for ADMINISTRATOR USER’S GUIDE, section SAFETY BACKUP.
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Measure

No measure is needed.

The fault code is normally disabled.

2.10 Fault Code 1:10 - Safety Backup Failed

Fault Code Description

When a safety backup is performed, preselected directories and files are copied to an external data store,
for example, a tape in a tape station. The alarm indicates that the system could not access this device in a
satisfactory way.

Measure

The settings for the safety backup can be found in the file /etc/opt/eri_sn/safety_backup.conf
. Arguments that can be set are, for example, the path to where the backup device is mounted, and the
directories or files that are to be stored, and if the tape is to be rewound or not. For more informations, see
operational directions for ADMINISTRATOR USER’S GUIDE.

To avoid this alarm, make sure that the configuration file is in sync with the device that you are using, that
is, that the content of the file is correct.

2.11 Fault Code 1:21 - Backup of System Database Data
Has Failed

Fault Code Description

Dump of system database data to backup has failed. The fault code is issued per LIM.

Measure

1. Do a data_backup. Wait for the data_backup to complete. Is the alarm still raised?

NO: Stop.
2. YES: Is the hard disk on the server full?

Check with command systemctl

YES: Cleanup on the hard disk and make another data backup to get rid of the fault.

Stop.
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3. NO: Use the command systemctl status and the file mxone_db.service to check if the system
database resource is running:

Is it running?

YES: Contact an expert

Note:

Must be executed with root privileges.

4. NO: Use the command systemctl status

Does it start?

NO: Contact an expert.

Note:

Must be executed with root privileges.

5. YES: Do a data backup. Wait for the data backup to complete.

Is the alarm still raised?

NO: Stop

YES: Contact an expert.

2.12 Fault Code 1:22 - Rollback of System Database Data
Has Failed

Fault Code Description

As a part of certain system initiated error recovery routines, the system database data in all LIMs may be
reloaded from a backup in order to reset the system to the last known state with data consistency. This
means that all changes made since the latest dump occasion will be lost.
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Examples of such recovery measures are data reload as a part of LIM reload and data reload when a
command that alters exchange data fails to be completed. This fault code is raised if rollback of system
database data fails. One reason for it to fail is that the server where the database entity is running is
unreachable.

Measure

1. Is it possible to log on to the system database server with ssh?

NO: Contact an expert.

Stop.
2. YES: Check /var/log/messages file. Is ssh authentication failure present:

Example event, "sshd[xxx]: Connection closed by a.b.c.d port zzz [preauth] "

a. NO: continue to Step 3.

YES: Run as mxone_admin sudo /opt/mxone_install/bin/mxone_maintenance > repair > repair ssh keys
3. Do a data_restore. Wait for the data_restore to complete. Is the alarm still raised?

NO: Stop.

a. YES: Use the command systemctl status to check if the system database resource is running.

Is it running?

YES: Contact an expert

Note:

Must be executed with root privileges.

4. NO: Use the command systemctl start

Does it start?

NO: Contact an expert

1/15451-ANF90114 Uen Y

111 Fault Codes - Fault Tracing Directions



Domain 1 - SES

Note:

Must be executed with root privileges.

5. YES: Do a data_restore. Wait for the data_restore to complete. Is the alarm still raised?

NO: Stop.

YES: Contact an expert.

2.13 Fault Code 1:23 - Rollback of System Database Data
Successful

Fault Code Description

As a part of certain system initiated error recovery routines, the system database data in all LIMs may be
reloaded from a backup in order to reset the system to the last known state with data consistency. This
means that all changes made since the latest dump occasion will be lost.

Examples of such recovery measures are data reload as a part of LIM reload and data reload when a
command that alters exchange data fails to be completed.

Measure

1. subflow 3

The fault code does not indicate any fault but is merely informative.
2. Are there any other fault codes in the alarm log?

YES: subflow 4

NO: subflow 12
3. Return to the main flow.
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2.14 Fault Code 1:30 - There are Analyzed Core Files to
Report

Fault Code Description

The command check_core_files (usually run scheduled as a cron job) has detected that there are
analyzed core files on your system. A zip archive file with the analyzed core files is stored in /tmp .

A core file is created at some program crashes and contains information about the state of the program
that crashed. The core files can be analyzed automatically by check_core_files, user initiated by running
the command core_report, or manually by a skilled service engineer using a debugger. If the analysis
is done by check_core_files or core_report, the analysis creates a zip archive file with collected relevant
information regarding the crash. The zip archive file holds text files with analyzed information about
the cause of the crash. The program designer uses the information in this zip archive file to correct the
program that crashed.

Measure

1. Check the alarm list to see which LIM is affected.
2. Log into the affected LIM and move the zip archive file from /tmp to a safe location, for example, an

administrative computer.
3. Contact your service partner to report the trouble in the system. Attach the zip archive file with the

analyzed core information to the trouble report.

2.15 Fault Code 1:31 - Too Much Memory Paging

Fault Code Description

This alarm indicates that there has been too much memory paging (also known as page faults).

Memory paging happens when the operating system has to fetch program (binary) code from disk into
RAM to continue executing the program. This is normal at program startup, but it will also happen when a
system has too little physical memory and processes are paged (partly swapped) to disk.

A small amount of memory paging is normal. Excessive memory paging severely decreases the system
performance. If possible ensure that memory intensive processes, for example Safety backup, are always
run at low traffic time.

Measure

1. Print the complete alarm information using alarm. Check the additional text field of the alarm for more
information.

2. Use commands like top and vmstat to investigate why there is a shortage of physical memory.
3. Is any process abnormally big? Are big programs running that should not run on the MX-ONE Service

Node? Do you need to add more physical memory (RAM)?
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4. If you cannot find an obvious cause and correct it, contact an expert.

2.16 Fault Code 1:32 - Slow Event Response

Fault Code Description

The event response time supervision has detected that the process on the MX-ONE Service Node react
too slowly to events. The most likely cause of this situation is an overloaded CPU.

Measure

1. Print the complete alarm information using alarm. Check the additional text field of the alarm for more
information.

2. Use commands like top and vmstat to investigate why the processes reacts so slowly to events.
3. Are more telephony traffic running than the system is designed for? Is there any process consuming a

lot of CPU?
4. If you cannot find an obvious cause and correct it, contact an expert.

2.17 Fault Code 1:33 - Inter-LIM Connection is Lost

Fault Code Description

The supervision of inter-LIM communication has detected that some LIMs can not communicate with each
other. Every LIM supervises its connections to other LIMs. The inter-LIM communication are using sctp/ip.

It is the LIM with lowest LIM number that is reachable for other LIMs, that is responsible for the alarm
sending.

Most likely reasons for the fault are as follows:

• eri_sn is not running in the LIM
• Server is down
• Network faults, such as cables, switches, routers, network cards
• Misconfigured firewalls, routers or switches.

Measure

1. Use command status -interlim to find out which network path that is failing.
2. Use command status -interlim -d -lim for the failing servers. If a detailed list is received for a

LIM, eri_sn is running on that server. Or log on locally to the failing servers to check if eri_sn is running.
Check with command systemctl status .

If all the server connections are up, the alarm is cleared automatically within 3 minutes.
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3. Use ping to check if network path is working.

Specify both local and remote address to use.
4. Use tcpdump or wireshark on both servers missing connection. Check for sctp messages between the

servers. Check if sctp messages are being sent or received for the missing connection.
5. Are there firewalls in the network path blocking sctp? Use command traceroute to trace the ip traffic

between the servers.
6. If you cannot find the cause of the fault, contact an expert.

2.18 Fault Code 1:34 - CONFIG Mirror Has Failed

Fault Code Description

This alarm indicates that there is a communication error in the SSH server network.

Measure

1. Check if there are other alarms indicating which server that is not reachable. Use the command alarm
-p --alarm-code all -format detail .

2. Use the ping command to locate the failing node.
3. When the failing node is located check its cable connections.
4. Is the SSH application running?

As root, from LIM 1 run the command ssh mxone_admin@limx, where limx is the address of the
failing LIM.

5. If you cannot find any obvious cause and correct it, contact an expert.

2.19 Fault Code 1:36 - High Load in Program Unit

Fault Code Description

This alarm indicates that job execution is delayed in a specific program. This happens if a high amount of
jobs are executed in the program (overload), or if the server is heavily (over) loaded by some other process
or processes. The program unit reduces or restricts traffic internally when the alarm is raised.

Measure

1. Print the complete alarm information. Use the command alarm -p --format detail. Check the
additional text field of the alarm for more information .

2. Use commands like top and vmstat to investigate if something in the system is misbehaving.
3. Is more telephony traffic running than what the system is designed for? Does any process consume

much of the CPU power?
4. If you cannot find any obvious cause and correct it, contact an expert.
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2.20 Fault Code 1:37 - Data Backup Needed

Fault Code Description

This alarm is raised when the amount of uncommitted changes done without executed data backup
becomes dangerously large (the difference between the system database content and the latest dump is
too big, or a certain time has passed since the uncommitted change was done).

Measure

Please run the command data_backup at once.

For reference, see the operational directions for ADMINISTRATOR USER’S GUIDE, in the chapter
BACKUP AND RESTORE .

2.21 Fault Code 1:38 - Linux Software Raid Alert

Fault Code Description

The Raid disk supervision program has received an alert that the Linux Software Raid system needs
attention.

Note:

All raid management requires root authority .

Schematic layout

The Linux software RAID system is made up by two disks, normally named sda and sdb. Each disk has
two partitions, sda1 and sda2, and sdb1 and sdb2, respectively.

The RAID partition md0 is made up by sda1 and sdb1. The RAID partition md1 is made up by sda2 and
sdb2.

Figure 2: Schematic RAID layout
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Check status of Software Raid

Key command mdadm -D /dev/md<X> or

Figure 3: Printout from command mdadm -D /dev/md1 when RAID is OK. Both discs are available.

Figure 4: Printout from command mdadm -D /dev/md1 when RAID is NOK. Only one disc is available.

Use comman d cat /proc/mdstat

Figure 5: Printout from command cat /proc/mdstat when RAID is OK.
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Figure 6: Printout from command cat /proc/
mdstat when new disk is initiated, recovery ongoing.

Measure

1. Remove the two partitions of the failing disk from the Raid configuration.

Take the following two commands, where {broken_drive} is either sda or sdb.

>mdadm --manage /dev/md0 --fail /dev/{broken_drive}1 \ --remove /dev/
{broken_drive}1

>mdadm --manage /dev/md1 --fail /dev/{broken_drive}2 \ --remove /dev/
{broken_drive}2

Note:

If the /dev/{broken_drive}X already has been removed, the command will fail. Continue with
step 2.

2. It is important that the system must be shut down before the faulty drive is physically replaced with a
replacement drive, i. e. hot-swap is not recommended.

The new disk should be of the same model and the same size as (or larger than) the one remaining
drive (healthy one) in the system.

Reboot the system. Normally the system will boot from the healthy disk in either drive 0 (drive 1 being
replaced) or drive 1 (drive 0 being replaced.
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Note:

If, for any reason, there is message indicating no boot disk found or there is no action shown on the
monitor, reboot the system and press <F7>to enter the manual boot option in the BIOS. Choose the
one to boot. Drive number is indicated ad P0 (drive 0) or P1 (drive1).

3. Check which drive letter that was assigned to the disk. Check the content of /var/log/messages.
(The disk could, for example, get drive letter c, to be sdc).

4. Prepare the new drive to get the same partitioning as the one in use.

>sfdisk -d /dev/{good_drive} | sfdisk /dev/{new_drive} --Linux

5. Add the new disk to the RAID configuration.

Note:

Adding new disk to the RAID configuration is very disc intensive activity and therefore should run at
low traffic times.

>mdadm --manage /dev/md0 --add /dev/{new_drive}1

>mdadm --manage /dev/md1 --add /dev/{new_drive}2

6. Wait until the new disk has been mirrored (raid synchronized) from the operational disk.

>cat /proc/mdstat

Wait until the disk is 100% synchronized.

Note:

If the result is a failed spare, it is removed after a reboot of the server. Continue with step 7.

7. Make the new drive bootable and run the following command.

>/usr/sbin/grub2-install /dev/{new_drive}
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8. Enter the command alarm to erase (reset) alarms in the alarm log.

Clear the alarms.

2.22 Fault Code 1:39 - Not Enough Free Space on Disk
Partition

Fault Code Description

The internal supervision has detected that one or more of the disk partitions used by the MX-ONE is
becoming too filled. If there is not enough free space on these disk partitions, the MX-ONE will not be able
to operate.

The disk partitions can become filled up for several different reasons:

• System maintenance. Manual system maintenance and installation typically involve copying files. If old
unused files are left on the disk, the disk will eventually fill up.

• Log files. The log files in /var/log/messages and in /var/log/cassandra can grow. Especially if
the system is experiencing trouble the logging might become intensive and the log files might fill up the
disk.

• Temporary files. Many users, and many programs create temporary files in either /tmp or /var/tmp.
These files must be removed regularly.

Measure

Type alarm -p -f detail to get the complete alarm information. Look in the additional text field of the alarm,
to find information about what partition is getting filled up.

Continue by using normal linux/Unix commands like du and ls to find the files that fill up the disk partition.

If the behavior is caused by:

• users or administrators leaving too many old files around -

delete old un-needed files.
• log files in /var/log/messages and in var/opt/cassandra/logs

Investigate the reason for the excessive logging (this might be another fault that must be solved). Then
remove the log files (or move them to some off-line storage).

• Temporary files in /tmp or /var/tmp -

just delete the temporary files.

Further information can be found in the operational directions for ADMINISTRATOR USER’S GUIDE, in the
chapter HARD DISK MAINTENANCE .
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2.23 Fault Code 1:40 - Mandatory Directory Missing

Fault Code Description

The internal supervision has detected that a mandatory file system directory no longer exists in the file
system. Without the mandatory directory in the file system the MX-ONE will not be able to operate.

The most likely reason for a mandatory file system directory to no longer exist is that someone has deleted
it. This can happen if the system administrator makes a serious mistake, and (less likely) if there is serious
bug in installation and upgrade scripts.

Measure

Type alarm -p -f detail to get the complete alarm information.

Look in the additional text field of the alarm, to find information about what mandatory file system directory
is missing.

Contact Mitel service for expert advice on how to create the missing directory with suitable content.

As an alternative to contacting Mitel service the MX-ONE can be reinstalled from scratch.

2.24 Fault Code 1:50 - Board Revision Control

Fault Code Description

The internal board revision supervision has detected inconsistency on board revisions in the system .

Measure

Type alarm -p -f detail to get the complete alarm information.

Additional text field stipulate which issue needs to be rectified.

2.25 Fault Code 1:51 - Trace Stopped

Fault Code Description

A trace that was set for finding problems in the system has trigged.

Measure

Type alarm -p -f detail to get the complete alarm information.
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Use "trace -display" to display trace data. Contact the user who initiated the trace individual that was
triggered, so further actions can be made.

2.26 Fault Code 1:52 - No Contact with the External
Database

Fault Code Description

The system has lost contact with an external database (for example, an LDAP database for the denylisting
or alpha-tagging functions).

Measure

1. Type the command alarm -p -f detail to get the complete alarm information.
2. Use this information to investigate the reason for the lost contact. Try to re-establish contact.

2.27 Fault Code 1:53 - Cannot Read from System Database

Fault Code Description

The internal supervision has detected that it cannot read from the system database.

Measure

1. Type the command alarm -p -f detail to get the complete alarm information.
2. Look in the faulty LIM text field of the alarm, to find information about which LIM has reported the

problem. Look in the additional text field of the alarm, to find information about the response from the
system database. The following numbers can be found in Additional info position 1, and the following
texts can be found in Additional text field:

1. Query failed

2. Query timed out

2.28 Fault Code 1:55 - System Database Out of Order

Fault Code Description

The internal supervision has detected that a problem with the system database.
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Note:
The counter for this alarm is not used.

Measure

1. Type the command alarm -p -f detail to get the complete alarm information.
2. Look in the additional text field of the alarm to find:

• Information about which system database server has the problem.
• Information about which user has the problem, if the information exists.
• The error text describing the problem.

The following number can be found in Additional info position 1, and the following texts can be found in
Additional field. The description below for each alarm provides the reason for raising the alarm or the
location of files that need to be verified.

1. Authentication failed

a. Files to check: For the given user, check $HOME/.cassandra/cqlshrc  directory; or for the user,
check eri_sn_d file /etc/ opt/eri_sn/cqlLogin.conf directory

2. Bad credentials
3. Column family not found
4. Connection error

a. Network connection is down
b. Server is down

5. Connection refused

a. A Cassandra node has been shut down
6. Connection timeout
7. Incomplete database login configuration
8. Keyspace not found
9. Name resolution error

10. No data found
11. No database login configured

a. Files to check: /etc/opt/eri_sn/cqlLogin.conf directory and /usr/share/cassandra/localCert.pem
directory

12. Query error
13. Request timeout
14. cqlsh terminated abnormally
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15. Unspecified error

See Fault location on Cassandra database document for some information on how to find the fault.

2.29 Fault Code 1:56 - NTP State is Not Correct

Fault Code Description

MEASURE

The internal supervision has detected that the NTP state is not correct.

Five different issues can be reported. Only the first issue in the following list is reported as an active alarm
at any given time (the others can either be cleared or not be reported even though they exist).

To find out more information, do the following:

1. Type the command alarm -p -f detail to get the complete alarm information.
2. Look in the additional text field of the alarm, to find which issue is reported.

a. Failed to retrieve information from <hostname>. The function that gathers information has failed to
get information from <hostname>. The alarm prints only the first occurrence of this fault, run the /
opt/eri_sn/sbin/mxone_ntp --status command for a full list.

b. NTP service on host <hostname> is not running.
c. NTP connection status on <hostname> is not good enough.

The following characters are expected in the "remote" column a "+" (plus) or a "*" (star); other
characters will raise this alarm.

"+" - Good and a preferred remote peer or server.

"*" - The remote peer or server is presently used as the primary reference.
d. Offset difference between hosts is more than 20 ms. The database synchronization might be

affected if the offset is too high.
e. Jitter on <hostname> is more than ± 10 ms. The database synchronization might be affected if the

jitter is too high.

The following is a list of recommended measures corresponding to the error codes listed in the preceding
section. For example, if the text (issue reported) in the additional field above is b), then the recommended
measure is 2) in the following list.
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1. Use the mxone_maintenance tool, the more configuration/ntp/check function to see the NTP data
settings.

a. If all servers reports Failed to retrieve info, then check the server on which you have run the
mxone_maintenance command.

b. Check the server(s) that reported the issue. Use man ssh to read about the -v flag for debugging
and check whether you can connect to the reporting server.

2. Run the systemctl start ntpd.service command on the reported host.
3. Use the mxone_maintenance tool, the more configuration/ntp/check function to view the NTP data

settings. See System Planning - Description, Chapter Network Time Protocol (NTP) for how to configure
NTP.

4. Use the mxone_maintenance tool, the more configuration/ntp/check function to view the NTP data
settings. See System Planning - Description, Chapter Network Time Protocol (NTP) for how to configure
NTP.

5. Use the mxone_maintenance tool, the more configuration/ntp/check function to view the NTP data
settings. See System Planning - Description, Chapter Network Time Protocol (NTP) for how to configure
NTP.

2.30 Fault Code 1:57 - System Database Schema Version
Mismatch between Hosts

Fault Code Description

The internal supervision has detected that one or more database servers have a version mismatch in their
database schema.

Measure

Type alarm -p -f detail to get the complete alarm information. Look in the additional text field of the alarm,
for information about in which hosts there are mismatches.

If the system has more than two database servers, check for all instances of this alarm in the alarm list to
get a picture of which host is "the odd one out".

2.31 Fault Code 1:58 - License Expiry Warning

Fault Code Description

The alarm is raised 30 days before a time-based MLA or SWA license is about to expire. It is not possible
to erase the alarm until a new license is obtained or the license expires, when another alarm is raised.
There are no other actions occurred besides raising the alarm.

Use the command license_status to view the alarm status and expiration time.

Use the command alarm -p --format for alarm details. The Additional text field will provide additional
information of the license type; that is, MLA and/or SWA.
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Measure

Obtain and load a new license before the expiration time.

2.32 Fault Code 1:59 - License has Expired

Fault Code Description

The alarm is raised when a time-based MLA or SWA license has expired. It is not possible to erase the
alarm until a new license is obtained.

The action for an SWA license is that this alarm is raised and the action for an MLA license is that the
license server will block all seizures and releases of licenses. 60 days after expiration, external calls except
those which go to an emergency destination will be barred.

Use the command license_status to view the alarm status and expiration time.

Use command alarm -p --format for alarm details. The Additional text field will provide additional
information of the license type; that is, MLA and/or SWA.

Measure

Obtain and load a new license as soon as possible.

2.33 Fault Code 1:60 - SLS Process Failure

Fault Code Description

The alarm is received in the following scenarios:

• After three attempts to contact SLS for revision status report fails. The alarm cannot be erased, until
contact is established with SLS. The license expires when another alarm is raised.

• When a license download attempt has failed.

Note:
There are no other actions taken besides raising the alarm.

Measure

Type the command alarm -p -f detail detail to get the complete alarm information.

Look in the additional text field of the alarm for additional information about the SLS process failure.
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If the heartbeat fails, repair the connection to SLS. This might be the connection to the network and/or
internet.

If license download fails, the process will attempt to restore and re-read the old license. However, it is
important to ensure that this process was successful. Ensure that a working license is present by printing
it by using commands license_print and license_status. If there is no license is, contact your
support center.

The replaced licenses are stored with a sequence number and a date at: /etc/opt/eri_sn/"verssion_tag"/
license_archive/ . For example: lic_seqno_3_2022-09-07_10:24:38., license file has sequence number 3.



Domain 2 - ACS 3
This chapter contains the following sections:

• Fault Code 2:1 - Certificate Expiration Notification
• Fault Code 2:2 - Certificate Expiration Alarm
• Fault Code 2:4 - SIP Trunk Heart Beat Failed
• Fault Code 2:5 - SIP Trunk Failed to Register
• Fault Code 2:7 - CSTA Server, Faulty Communication Channel (CSTA3)
• Fault Code 2:8 - CSTA Server, Load Regulation Reports Overload (CSTA3)
• Fault Code 2:9 - CSTA Server Reports No Response from Client (CSTA3)
• Fault Code 2:10 - CSTA Server Reports Slow Response from Client (CSTA3)
• Fault Code 2:11 - Emergency Call Event
• Fault code 2:12 - Failed Registration of Third Party DECT Device due to Third Party License
• Fault Code 2:13 - SIP Terminal Moved to New Location
• Fault Code 2:14 - Having Third-party DECT Device in System without Third-party License

Advanced Communication System fault codes are explained in this section.

3.1 Fault Code 2:1 - Certificate Expiration Notification

Fault Code Description

This alarm will be sent when there is less than 1 month left until the certificate expires.

It will be sent once every day as a reminder and it will inform about the date of expiration. This alarm does
not indicate that anything is wrong, it is just informational.

Measures

Renew the certificate. See the operational directions for CERTIFICATE MANAGEMENT.

3.2 Fault Code 2:2 - Certificate Expiration Alarm

Fault Code Description

This alarm will be sent after the certificate has expired.

It will be sent every day until a new certificate has been installed. This alarm means that there is no
security available.
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Measure

Renew the certificate. See the operational directions for CERTIFICATE MANAGEMENT.

3.3 Fault Code 2:4 - SIP Trunk Heart Beat Failed

Fault Code Description

This alarm will be sent when the supervision of heart beat failed.

No signal received during the time supervision from other end.

Normally, OPTIONS signaling is used as beat signal.

Measure

Use command alarm -p --format full. The “Additional text” field will explain the problem in greater
detail.

The reason can be:

• The connection does not exist.
• DNS entry does not exist.
• The target computer exists but is changed or reconfigured.
• The target computer does not exists.

Use the linux commands ping and traceroute to examine the network configuration, and determine if
the network path to the host is working.

3.4 Fault Code 2:5 - SIP Trunk Failed to Register

Fault Code Description

This alarm will be sent when there is problems when REGISTER is sent to other side of a SIP trunk
connection.

Measures

Use command alarm -p --format full. The “Additional text” field will explain the problem in greater
detail.

The reason can be:

• The connection does not exist.
• DNS entry does not exist.
• User has no access rights.
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• The target computer exists but is changed or reconfigured.
• The target computer does not exists.

Use the linux commands ping and traceroute to examine the network configuration, and determine if
the network path to the host is working.

Examine the return code in the additional text field, in the alarm print out.

See: RFC 3261.

3.5 Fault Code 2:7 - CSTA Server, Faulty Communication
Channel (CSTA3)

Fault Code Description

CSTA server cannot communicate with an external application.

ADD INFO 1

2: XML

3: TR87

Measures

-

3.6 Fault Code 2:8 - CSTA Server, Load Regulation Reports
Overload (CSTA3)

Fault Code Description

CSTA server has received a service request, but load regulation reports overload, the request is denied.

Measures

(Same as for alarm 0:320).

Check for any of the following alarms:

• Fault Code 1:1 - High CPU Load on page 103
• Fault Code 1:31 - Too Much Memory Paging on page 113
• Fault Code 1:32 - Slow Event Response on page 114
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If any of these alarms are found, they should be solved first. The fault condition triggering those alarms is
most likely also the cause of this alarm.

The alarm indicates that an investigation of traffic load in this system should be performed. A reduction
of the number of extensions or external lines, move of certain applications, or a more powerful server
processor might prevent this alarm in the future.

The number of calls/second which can be handled by a MX-ONE Service Node depends on the selected
processor of the server.

3.7 Fault Code 2:9 - CSTA Server Reports No Response
from Client (CSTA3)

Fault Code Description

CSTA server reports too many unsent messages in the output buffer. Real time service is no longer
possible. The connection to the external application is closed.

Measures

The CSTA server is queuing messages in the output buffer, since the CSTA client or network is blocking
CSTA server from writing on the TCP/TLS stream.

Or it could be time-out in the heart-beat function.

Check the external application and/or network to see if it is possible to increase throughput. Move the
client application to a faster/better machine. Increase the bandwidth in the network. Increase the number of
CSTA clients, thus lowering the load on each client.

Or it could be that the client has not responded within stipulated time. Check the client service state, and if
there is failure in the network, for example a broken switch or unplugged cable.

3.8 Fault Code 2:10 - CSTA Server Reports Slow Response
from Client (CSTA3)

Fault Code Description

CSTA server reports increasing number of unsent messages in the output buffer. Real time service may be
jeopardized.

Measures

The CSTA server is queuing messages in the output queue, since the CSTA client or network is blocking
CSTA server from writing on the TCP/TLS stream.
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Check the external application and/or network to see if it is possible to increase throughput. Move the
client application to a faster/better machine. Increase the bandwidth in the network. Increase the number of
CSTA clients, thus lowering the load on each client.

Addinfo = 1, More than 2500 messages are in the CSTA server output queue.

Addinfo = 2, More than 25000 messages are in the CSTA server output queue.

3.9 Fault Code 2:11 - Emergency Call Event

Fault Code Description

An emergency call is made. The alarm contains information of A-number, called number, location id if
applicable, and a sequence number.

The alarm remains active for two hours or until the optional SNMP trap is acknowledged by external
Network Management Station.

Measures

This is an information alarm with call information A-number, B-number, location-id, and sequence number.

Example of Information

Additional text: Emergency call from “320” to number “112”, SeqNumber “1”. Use this information to assist
in the emergency situation.

3.10 Fault code 2:12 - Failed Registration of Third Party
DECT Device due to Third Party License

Fault Code Description

Try to register third party DECT device without third party license, this alarm will be raised.

Measures

Get Third-PARTY-SIP-EXTENSION license.

3.11 Fault Code 2:13 - SIP Terminal Moved to New Location

Fault Code Description

This alarm will be sent when a SIP phone capable of sending emergency location change notification has
moved from one location to another.
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Additional information is stored in the /var/log/messages file, look for the tag "HeldNotify received".

Measures

The emergency location information needs to be updated.

3.12 Fault Code 2:14 - Having Third-party DECT Device in
System without Third-party License

Fault Code Description

Having third-party DECT device in system without third-party license, this alarm will be raised.

Measures

Get Third-PARTY-SIP-EXTENSION license.



Domain 3 - Other MX-ONE Service
Node 4
This chapter contains the following sections:

• Fault Code 3:1 - LIM is Running on Standby Server
• Fault Code 3:2 - Standby Server is Out of Order
• Fault Code 3:3 - Standby Cluster has Failed to Synchronize Data

Additional MX-ONE SN commands are explained in this section.

4.1 Fault Code 3:1 - LIM is Running on Standby Server

Fault Code Description

The alarm is received when the regular LIM server cannot be reached.

The fault might occur due to network problems, faulty hardware in the server, or that the server is
rebooting.

If the server is rebooting it will be operational within 5 to 10 minutes and the alarm will be cleared. If the
fault is of a more serious character manual measures might be needed.

Additional text in the alarm list printout states:

• cluster
• host name of the standby server running the LIM
• host name of the regular LIM.

Measures

1. Is the alarm older than 10 minutes?
2. YES: Wait 10 minutes before further action is taken.

Wait to allow the server perform normal recovery before it is ready.
3. Use the Unix command ping towards the regular LIM.

Try to contact the regular LIM over the network.
4. Is there network contact with the regular LIM?

Either no network contact with the regular LIM or the ping is stopped.
5. YES: Is it possible to log on to the regular LIM with ssh?

Does secure shell login work?
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6. YES: Read the files

/var/log/messages and /var/log/localmessages.

Check logged records that are related to the fault.

Consult an expert.
7. NO: Is it possible to log on to the regular LIM at site?

Try local log on.
8. Is the server rebooting?
9. YES: Wait for the server to complete the reboot and also performing recovery.

10. NO: Is the server indicating any hardware fault?
11. YES: Replace faulty hardware and wait for recovery.
12. NO: Is there any network equipment failure?
13. YES: Replace faulty network equipment.
14. NO: Consult an expert.

4.2 Fault Code 3:2 - Standby Server is Out of Order

Fault Code Description

The alarm is received when the standby server cannot be reach.

The fault might occur due to network problems, faulty hardware in the standby server, or that the server is
rebooting.

If the server is rebooting it will be operational within 5 to 10 minutes and the alarm will be cleared. If the
fault is of a more serious character manual measures can be needed.

Additional text in the alarm list printout states:

• cluster
• host name of the standby server.

Measures

1. Is the alarm older than 10 minutes?
2. NO: Wait 10 minutes before further action is taken.

Wait to allow the server perform normal recovery before it is ready.
3. YES: Use the Unix command ping towards the standby server.

Try to contact the standby server over the network.
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4. Is there any contact with the standby server?

Either no network contact with the standby server or the use of ping is stopped.
5. YES: Is it possible to log on to the server with ssh?

Does secure shell log on work?
6. Is it possible to log on to the server at site?

Try local log on.
7. YES: Read the files /var/log/messages and /var/log/localmessages.

Check logged records that are related to the fault.

Consult an expert.
8. NO: Is the server rebooting?
9. YES: Wait for the server to complete the reboot and also performing recovery.

10. NO: Is the server indicating any hardware fault?
11. YES: Replace faulty hardware and wait for recovery.
12. NO: Is there any network equipment failure?
13. YES: Replace faulty network equipment.
14. NO: Consult an expert.

4.3 Fault Code 3:3 - Standby Cluster has Failed to
Synchronize Data

Fault Code Description

The alarm is received when a standby server has failed to retrieve exchange data from the regular LIMs in
the cluster.

If the standby server is running as a LIM, the server where the LIM normally runs might have failed to
retrieve exchange data from the LIMs in the cluster.

Additional text in the alarm list printout states:

• cluster
• host name of the standby server or host name of the regular LIM
• info about the cause.

Measures

1. Enter the command cluster_data_check-cluster name.

Check the data status of the cluster. The cluster name is found in the Additional text.
2. Is data status for all listed hosts OK?
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3. NO: enter the command data_backup.

See backup of data.
4. Wait at least 30 minutes.

Wait for exchange data synchronization to finish. Synchronization is started after data backup is
finished.

5. Enter the command cluster_data_check-cluster name.

Check the data status of the cluster. The cluster name is found in the Additional text.
6. Is data status for all listed hosts OK?
7. NO: log on to the failing host reported in the alarm.

Host name is found in the Additional text.
8. Read the files /var/log/messages and /var/log/localmessages.

Check logged records that are related to the fault.
9. Consult an expert.



Domain 5 - Media Gateway 5
This chapter contains the following sections:

• Fault Code 5:1 - No Contact with Media Gateway
• Fault Code 5:9 - MGU Power Problem
• Fault Code 5:13 - Temperature Problem in 3U Backplane
• Fault Code 5:15 - Fan Failure in 3U Unit
• Fault Code 5:16 - Media Gateway Software Version Incompatible with MX-ONE Service Node
• Fault Code 5:18 - MGU External Alarm A
• Fault Code 5:19 - MGU External Alarm B
• Fault Code 5:20 - LAN Error
• Fault Code 5:22 - MGU Default Gateway Unreachable
• Fault Code 5:24 - VLANs with Same GW MAC Address
• Fault Code 5:25 - File Error for Voice Announcement Data
• Fault Code 5:29 - Faulty Media Gateway Configuration
• Fault Code 5:30 - No Contact with Media Server (SIP Interface)
• Fault Code 5:31 - Overflow Limit for Media Gateway Reached
• Fault Code 5:32 - Congestion of Media Gateway Resources During Overflow
• Fault Code 5:33 - Media Gateway Manually Blocked
• Fault Code 5:34 - MGU Resource Warning
• Fault Code 5:35 - Inconsistent RVA file sets

Media Gateway Fault Code are explained in this section.

5.1 Fault Code 5:1 - No Contact with Media Gateway

Fault Code Description

The alarm is sent when the Service Node has no contact with the Media Gateway. Possible faults:

• Cable errors
• Problem with the Media Gateway itself

Measures

1. Is the cable between the Service Node and the Media Gateway properly connected? LED indicators
should be lit, if existing/relevant.

2. NO: connect the cable.
3. YES: Restart the Media Gateway.
4. Is there a connection after restart?
5. NO: consult an expert.
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5.2 Fault Code 5:9 - MGU Power Problem

Fault Code Description

This alarm is sent when the MGU board has detected a power failure in the backplane of one or more of its
power supplies, which are -5V, +5 V, -12V, and +12V for the MX-ONE Classic (7U), and +5 V for MX-ONE
Lite (3U) and MX-ONE 1U.

Measure

If the MGU board is located in an MX-ONE Lite(3U) sub-rack or MX-ONE 1U, replace the chassis. For
more information, see the operational directions for REPLACING MISCELLANEOUS HARDWARE.

If the MGU board is located in an MX-ONE Classic subrack, replace the DC/DC board.

For more information, see the operational directions for REPLACING BOARDS IN MX-ONE MEDIA
GATEWAYS.

Note:

In either case, if there is a processor board in the subrack (Mitel ASU Lite, ASU, Mitel ASU-II or Mitel
ASU-III), it needs to be powered down properly before any action is performed on the hardware.

5.3 Fault Code 5:13 - Temperature Problem in 3U
Backplane

Fault Code Description

This alarm is sent by the MGU in the MX-ONE Lite (3U) subrack when it has detected that the backplane
temperature has come above 60 degrees Celsius.

The alarm will cease when the temperature falls below 50 degrees Celsius.

Measure

Check that the fan unit of the MX-ONE Lite is working properly. If not replace the subrack.

For more information, see the operational directions for REPLACING MISCELLANEOUS HARDWARE.
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5.4 Fault Code 5:15 - Fan Failure in 3U Unit

Fault Code Description

This alarm is sent when the MGU board has detected a fan unit failure in the MX-ONE Lite (3U) unit.

Measure

Replace the fan unit.

For more information, see the operational directions for REPLACING MISCELLANEOUS HARDWARE.

5.5 Fault Code 5:16 - Media Gateway Software Version
Incompatible with MX-ONE Service Node

Fault Code Description

The Media Gateway software version is incompatible with the software in the MX-ONE Service Node.

Measure

Please use the correct MGU software (MGW version) for this MX-ONE Service Node release.

Use the command media_gateway_info to get current information about the Media Gateway version.

5.6 Fault Code 5:18 - MGU External Alarm A

Fault Code Description

This alarm is sent when the MGU board has detected that the external alarm A has been set to ground
(0V).

For the MX-ONE Lite (3U) unit this is the pin 1 in the alarm connector on the rear side.

For the MX-ONE Classic (7U) this is the A1 pin in the connector “Alarm In” in the DC/DC board in the same
chassis.
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Note:

This alarm is configurable by the user and could have an other fault code title.

Measure

Check the operation of the equipment that is connected to the alarm input.

5.7 Fault Code 5:19 - MGU External Alarm B

Fault Code Description

This alarm is sent when the MGU board has detected that the external alarm B has been set to ground
(0V).

For the MX-ONE Lite unit (3U) this is the pin 3 in the alarm connector on the rear side.

For the MX-ONE Classic (7U) this is the B1 pin in the connector “Alarm In” in the DC/DC board in the same
chassis.

Note:

This alarm is configurable by the user and could have an other fault code title.

Measure

Check the operation of the equipment that is connected to the alarm input.

5.8 Fault Code 5:20 - LAN Error

Fault Code Description

This alarm is sent when the MGU board has detected that the link is dropped on one of the LAN ports.
Detailed alarm text tells which port is dropped. Observed that this alarm can only be sent when both
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LAN ports (LAN0 and LAN1) are used (see Description - NETWORK REDUNDANCY). The MGU will
continue to operate on the other LAN and the alarm will be automatically cleared when the link is back
again Observe that if network redundancy is configured to only monitor the active LAN port, no alarm will
be sent when the link on the passive LAN port is dropped.

Measure

1. Check the cables to the used LAN ports.
2. If the fault is suspected to be in the MGU board, replace the board.

For information, see the operational directions for REPLACING BOARDS IN MX-ONE MEDIA
GATEWAYS.

3. If the fault is suspected to be in an external switch, replace this unit.

5.9 Fault Code 5:22 - MGU Default Gateway Unreachable

Fault Code Description

This alarm is sent when the MGU board has lost contact with the default gateway, either on LAN0 or LAN1.

Measure

1. Check if the cables for the used LAN or LANs are working. Try to see which part of the network that is
malfunctioning.

2. If the fault is suspected to be in the MGU board, replace the board.

For more information, see the operational directions for REPLACING BOARDS IN MX-ONE MEDIA
GATEWAYS.

3. Check if the fault could be in equipment located between the MGU and the default gateway. Replace
such equipment in that case.

4. If the fault is suspected to be in the default gateway, replace this unit.

5.10 Fault Code 5:24 - VLANs with Same GW MAC Address

Fault Code Description

This alarm is sent when the two LANs of the MGU, LAN0 and LAN1, have the same MAC address. Due to
an MGU internal layer-2 switch such arrangement is not possible.

The MGU does not support the used router.

Measure

1. Use routers that are supported by the MGU.
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2. If the fault is in equipment used between the MGU and the default gateway, replace this equipment.
3. If the fault is in the default gateway, replace the default gateway with a supported unit.

5.11 Fault Code 5:25 - File Error for Voice Announcement
Data

Fault Code Description

This alarm is sent from the MGU board when there are problems to store media files on the board.
Possible information with the alarm can be:

1. Total media file size exceeds maximum limit (skipping files) The maximum limit is 30 MB.
2. Number of media files exceeds maximum limit (skipping files) There can be maximum 250 files

downloaded.
3. Removing unsupported file format: <media file name>
4. Error downloading to DSP memory, error code: <error code> (download stopped)

Measure

Exceeded limit

For fault reason 1) and 2) check which voice records that have been loaded. Use the command
recorded_announcement_prompt -p

Remove records to free the memory area. Use the command recorded_announcement_prompt-e

Wrong format

For reason 3) use a supported file format.

Other error

The type 4) error should normally never happen. If it does, it can be due to a hardware failure.

Consult an expert.

5.12 Fault Code 5:29 - Faulty Media Gateway Configuration

Fault Code Description

This alarm is sent when the Media Gateway type is incorrectly configured. This can happen at upgrade, if a
Media Server type is programmed as an MGU, or vice versa.
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Measure

1. Check that if the media gateway is an MGU, i.e. its type is actually programmed as MGU, or if it is a
Media Server, its type is programmed as a Media Server.

2. Erase the old Media Gateway, and then program it appropriately, with the correct type.

For information, see the operational directions for INSTALLING AND CONFIGURING THE MIVOICE MX-
ONE, section CONFIGURE THE MEDIA GATEWAYS.

5.13 Fault Code 5:30 - No Contact with Media Server (SIP
Interface)

Fault Code Description

This alarm is sent when the Service Node has lost contact on the SIP (MSCML) interface to a Media
Server.

Measure

1. Check if the fault code 5:1 is active for the same Media Server.
2. If the fault code 5:1 is active, follow its measures.

For more information, see the operational directions for STREAMING ON IDLE. MEDIA SERVER.
3. If fault code 5:30 has come without fault code 5:1 being active, check the network connection to the

Media Server.
4. If the network connection seems OK, check the status of the Media Server.

5.14 Fault Code 5:31 - Overflow Limit for Media Gateway
Reached

Fault Code Description

This alarm is sent when the overflow limit is exceeded for a media gateway. If there are oveflow LIMs
programmed for the selection is overflowed.

This alarm is a notification that the programmed overflow limit is exceeded. It is recommended that it is set
no smaller then 75% of the number of resources available on the actual media gateway.

ADD INFO1: The current usage level of media gateway.

Measure

1. Check that the limit is not set too low (~75% of the actual number of devices on the media gateway).
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2. If this happens only once in a while it can be disregarded.
3. If this happens frequently in conjunction with alarm 5:32, the LIM requires more media gateway

resources.

5.15 Fault Code 5:32 - Congestion of Media Gateway
Resources During Overflow

Fault Code Description

This alarm is sent when an RTP resource congestion is encountered during overflow. This means that
in overflow LIMs, no media resource is below overflow limit and in originating LIM, no media resource is
available at all.

Measure

1. If there are no other system errors present and this alarm appears frequently, the LIM needs more
media gateway resources. You can add another media gateway.

5.16 Fault Code 5:33 - Media Gateway Manually Blocked

Fault Code Description

Information indicating a media gateway has been manually blocked.

Note:

The fault code does not indicate any fault but is merely informative.

Measure

-
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5.17 Fault Code 5:34 - MGU Resource Warning

Fault Code Description

This alarm is sent when the MGU discovers that there is low or no resources. It can be one of the following
reasons for this that is shown in the alarm text.

• Low SPU resources in the Media Stream Processor: The MSP has passed the high limit for DSP
resources (default 80%). The alarm will be cleared when the DSP resources is below the low limit
(default 70%). This will be seen as an indication that the MSP is working with high load. The limits can
be modified in the configuration file mgw.conf.

• Low ARM resources in the Media Stream Processor: The MSP has passed the high limits for
ARM resources. The alarm will be cleared when it will be below the low limit. This will be seen as an
indication that the MSP is working with high load. The limits can be modified in the configuration file
mgw.conf.

• No free time-slots: The MGU has no available time slots. The alarm will be set when the last time slot
is reserved and cleared when there are ten or more time slots available.

• The Media Stream Processor is out of resources: The MSP is out of resources. The alarm is set
when trying to allocate a resource and the MSP responds with out of resources. It will be cleared when
ten consecutive resources has been successfully allocated.

Measure

1. If any of the alarms occur only once in a while, it can be ignored.
2. If the first two alarms occur frequently, then check the limits for low and high MSP load:

msp_low_mips_alarm and msp_high_mips_alarm in the mgw.conf file and update the alarms that are
too low. Default resources for MSP and DSP has to be set to 20 (80%) and 30 (70%) respectively.

3. If any of the last two alarms occurs frequently, then it should be considered to add more media gateway
resources.

5.18 Fault Code 5:35 - Inconsistent RVA file sets

Fault Code Description

This alarm is raised when RVA messages (set of local RVA files) differ between Media gateways. It is
generally recommended that all Media gateways have the same set of RVA messages.

Measure

Use the recorded_announcement_prompt command to check the file sets on each Media gateway
and update the file sets as necessary. The alarm will be cleared automatically when inconsistencies are
resolved.
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