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CHAPTER 1 INTRODUCTION

Introduction

MiVoice MX-ONE (MX-ONE) is a communication system that runs on Linux operating system.
MX-ONE is composed by Service Node (a Communication Server) and Media Gateways or Media Server.

The main component of MX-ONE is Service Node, which runs on a Linux distribution called SUSE Linux
Enterprise Server (SLES).

Operating System is often updated to add new functionality, fix faults, and security vulnerabilities.

Mitel is committed to deliver package updates with new Operating System version to MX-ONE as soon
as they are available in the market.

Because of the technology evolution, the market is often introduced with a new operating system and
requires a new installation process for that. For example, moving from 32 to 64 bits machines. Some-
times, the new operating system contains different types of kernel structures that requires a new instal-
lation to get benefit from the new improvements that kernel provides/requires. So, this is a challenge
that an open platform as Linux adds to the overall system solution.

Additionally, the MX-ONE software is often updated which also requires upgrade. Sometimes the
upgrade takes more time and customers cannot afford to have downtime for more than a couple of
minutes due to critical service offered by MX-ONE. Likely, there are technologies available in the market
that helps a partner/customer to make upgrade faster and more frequent.

The primary aim of this document is to explain how an upgrade/new installation of a MX-ONE system can
be done via VMware (virtualized systems) or Hardware Simulator (standard physical servers, sometimes
called Bare Metal).

In summary, the goal of the document is mentioned as follows:

] Explaining the straight forward procedure for existing customers with an MX-ONE 5.x or 6.x virtu-
alized system migrate to MX-ONE 7.X with significantly reduced the downtime.

. Explaining about the same procedure that could also be a way to move an existing MX-ONE 5.x or
6.x customer system from a “bare metal” server environment to a new hardware (bare metal) or
virtualized environment with MX-ONE 7.X.

. Explaining about the same procedure that could also be used by large systems running MX-ONE 7.X
to upgrade the system to a recent MX-ONE 7.X version.
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CHAPTER 2 BENEFITS

Benefits

The process described in this document has the following benefits for a partner/customer.

Re-use of the existing virtualization data center environment tools.

. Virtually the same process for migration from a standard physical server environment to a Private
cloud (virtualized) environment.

J Prepare the“time intensive” parts (Installation, configuration) offline during normal office hours.

. Pre-test features in new system in the “migration” network environment without affecting live
traffic.

J Actual “cut-over” downtime reduced to an hour of less in most cases.
) Can be done by your Channel partner or through Mitel Professional services.
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MX-ONE RUNNING ON VIRTUALIZED ENVIRONMENT
CHAPTER 3 REQUIREMENTS

Requirements

MX-ONE should run a previous version, for example, MX-ONE 5.0 SP1 or MX-ONE 6.X.

The MiVoice MX-ONE system is composed by the following main components:
J Service Node

. Media Gateway Unit (MGU) / Media Server

. Service Node Manager

. Provisioning Manager

The minimum requirements are:

From that system, all information needs to be collected and backup.

] Backup of all systems (Service Node, Provisioning Manager, Service Node Manager, Media Server,
MGUs, and so on)

. PC-Regen of the system

New software available (Service Node, Provisioning Manager, Service Node Manager, Media Server,
MGUs, and so on).

J VMware infrastructure for virtualized systems
] Extra Hardware for the standard systems
J Licenses

MX-ONE Running On Virtualized Environment

MiVoice MX-ONE is validated to work in VMware environment. To prepare the new MX-ONE system, the
following material VMware software is required.

o vSphere 5.5 or 6.X infrastructure with vCenter, vMotion, and VMware tools

] Minimum 3 networks in the virtualized environment

. Enough capacity to create additional Virtual Machines

. PC or a PC VM to be used to collect the PC-Regen data as well as access the system

For more information regarding MX-ONE virtualized, check the MX-ONE CPI documentation.

MX-ONE Running On Standard (Bare Metal) Environment

A system running in a standard physical server can also be updated following the procedure that is
described in the next chapters; however, the requirements are different. The following are required:
Servers or a MX-ONE hardware chassis with ASU-II cards

Switch/switches
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NETWORK DEFINITIONS
CHAPTER 3 REQUIREMENTS

PC to be used to collect the PC-Regen data as well as access the system

For more information regarding MX-ONE standard, check the MX-ONE CPl documentation.

Network Definitions

The VMware environment will require 3 networks to create the new system.

The standard physical server environment requires 2 or 3 network segments and VLANs can be used to
the achieve it.

The networks definitions are:

. Network 1 (Production), the existing Production network where the current MX-ONE system is
running and it is connected to the rest of customer network.

NOTE: This could be an existing bare metal centralized system that should be on its own “subnet”
connected to the rest of the customer network.

] Network 2 (Migration), the migration is the network used to create the new MX-ONE that needs to
provide the same characteristics as the Production (same IP addresses, Default Gateway, etc.).
However, this network needs to be completely isolated during the preparation/test phase.

] After migration, this essentially replaces the existing Production network. If the current Production
Network has several subnets where servers are placed in, this network also need to have same
routing setup between the involved subnet’s. This requires a special VLAN set in the switches, that
are replicated in the VMware network setup for Network 2 (Migration).

J Network 3 (Shadow), which is used to move the original MX-ONE system, as phase 1 of the migra-
tion. It is a completely isolated from the customer network. That network is used to avoid dupli-
cated IPs when migrating the Service Nodes.

NOTE: If it is a physical server environment network, the new MX-ONE server’s subnet needs to be sepa-

rated/disconnected from the rest of the network. The new system needs to be kept running “offline”, but
isolated from the Production network. In this case, the Shadow network is not mandatory; because, the
cables are moved in the switch/switches. So, if the cables are moved in three steps and they are placed in
the correct ports, there is no risk for duplicate IP addresses.

The three steps cables migration process is the following:

1) Disconnect the Ethernet cables from original MX-ONE from the Production network switch.

2)  Move the Ethernet cables from the new MX-ONE system to Production network switch.

3)  Move the original MX-ONE system to the Migration network switch.
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VIRTUALIZED
CHAPTER 4 SETUP

Setup

Virtualized

The VMware infrastructure should be in place. The main activities are:
. Creation of the two new networks: Migration and Shadow
. Deployment of MiVoice MX-ONE OVAs

Setting up a Network Using VMware

This section provides network setup information related to VMware and Hyper Virtualized environ-
ments.

In the VMware® infrastructure, the Migration and Shadow networks need to be created, if you have a
need for several subnets, then you might have to involve the administrator of the network.

The multi subnet is not covered, but it has the same principles to add more network elements as shown
in the below figure. Contact your VMware administrator to create the networks.

Figure 1:  Virtualized Environment Before Upgrade

VMware environment

Provisioning
Manager
VM

MX-ONE MX-ONE MX-ONE

Service Service Service

Node 1 Node 2 Node 3
VM VM VM

Below figure shows the VMware network setup screen for the following networks:
J NetXXXX66 is the Production network

. MigrationNet66 is the Migration network

J ShadowNet66 is the Shadow network
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VIRTUALIZED
CHAPTER 4 SETUP

Figure 2: VMware Network Setup Example

vmware* vSphere Web Client

Mavigator X
<4 Metworking D)

€3 MigrationNet66

8

€3 Net 66.0/24

e
e

€3 ShadowMetds

2]

» [

Installing Microsoft Hyper-V®

To install a Hyper-V machine make sure your system meets the following requirements:
. Installed Windows Server 2008, 2012, or 2016

. Have a Windows License (no other special licenses needed)

. Runs on a Dell and HP server

. Have .vhd and .vhdx format image for installation

You can install Hyper-V using a PowerShell or in a GUI. To enable Hyper-V using a power shell:
1) Open a PowerShell console as Administrator.
2)  You can do either of the following:

- Run the following command: Enable-WindowsOptionalFeature -Online -
FeatureName Microsoft-Hyper-v -All
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VIRTUALIZED
CHAPTER 4 SETUP

Figure 3: Windows PowerShell
EN Administrator: Windows PowerShell - O *

2016 Micr t Corporation. All rights reserved.

dministrator> Enable-Win onalFeature i t-Hyper-V

- Open Server Manager and select Server Rolesto add role and features and install Hyper-V.

Figure 4: Server Manager - Configure Local Server

Server Manager * Dashboard

Local Server
o Configure this local serve

i
ii All Servers
L]

File and Storage Services P

E Hyper-V QUICK START
[ Add Roles and Features Wizard - [m] =
Calar e e DESTINATION SERVER
Select server roles WIN-35MLITLAMDG

Select one or more roles to install on the selected server,

Befora You

Roles Description

O Active Directory Certificate Services
[] Active Directory Domain Services (AD C5) s used to create

[ Active Directory Federation Services certification authorities and related
[] Active Directory Lightweight Diractory Services role senvices that allow you to issue
[] Active Directory Rights Management Services and manage certificates used in 2
[] Device Health Attestation variety of applications.

[] DHCP Server
] DNS Server i All Servers 1
[ Fax Server

[m] File and Storage Services (1 of 12 installed) )
[ Hast Guardian Service Manageability

| Hyper-V (Installed) Events

] MultiPoint Services

[] Network Policy and Access Services I Services

[] Print and Dacument Services

[] Remoate Access Performance
[] Remote Desktop Services BEA rasults

[ Volume Activation Services
] Web Server {IIS)
[] Windows Deployment Services

019 1:23
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VIRTUALIZED
CHAPTER 4 SETUP

Figure 5:  Adding roles to Hyper-V

Server Manager * Dashboard

% Dashboard WELCOME TO SERVER MANAGER

§ Local Server
o Configure this local server
QUICK START

{2 Add roles and features

H& All Servers

W§ File and Storage Senvices b
BB Hyper-v

3 Add other s

ervers to manage
'WHAT'S NEW .
4 Create a server group

5 Connect this server to cloud services

ii All Servers 1
‘ @ Manageability ® Manageability

LEARN MORE

ROLES AND SERVER GROUPS

2

51 | Servers total: 1

i File and Storage

1
Services

m Hyper-V/ 1

@ Manageability @ Manageability

Figure 6:  Microsoft Hyper-V

8 Hyper-V Manager

- X
View  Help
% [

[ Hyper-V Manager - - Actions

[ DI Virta) Machines WIN-35MLIZLAMDG -
Name state CPUUssge  AssignedMemory  Uptime Stotus Configurati.
New »
No vitusl machines werefound on i server

(% Import Virtual Machine.
[ Hyper-V Settings..

Deploy MiVoice MX-ONE OVA

To deploy MiVoice MX-ONE OVA, do the following:
1) Create the number of Service Node / Media Server standalone Virtual Machines required based on
size of the current MX-ONE system.

2) Consider consolidation of server/Media Gateways to reduce server footprint. The below figure
shows the built of new system.

NOTE: A PC is required to connect to the systems that are having access to both Production and
Migration network.

8
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VIRTUALIZED
CHAPTER 4 SETUP

Figure 7:  Virtualized Environment After Deploy of New System

VMware environment

PC needs to have connection for both networks

3) Install the new MX-ONE system. The Service Node is installed in the Migration network.
Deploying a New MX-ONE OVA

Figure 8:

Select source
Selectthe source location

1a Select source

1b Review details Enter a URL to download and install the OVF package from the Internet, or browse to a locafion accessible from your computer,
such as a local hard drive, a network share, or a CD/DVD drive
2 Destination
2a Selectname and folder ©URL

2b Select storage ‘ |'|
() Local file

Browse... |

3 Ready to complete

Cancel

4)  Select the OVA file.
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VIRTUALIZED

CHAPTER 4 SETUP
Figure 9: Selecting the OVA
i =
ookin: [ 5 LD o e ®ciE-
(&
Virtual_Appliance-MX-OME-6.2.5p0.hf0.rcll. ova -
File name: I‘u'irtual_ﬁppliance-MX—ONE-'E.Z.spD.hfﬂ.rc1 1 .mrij Open I
Files of type: ID‘u"F Packages (*ovf, *.ova) ;I Cancel
5)  Check if the Service Node is in the Migration network as soon the deployment is done. In the
example, the MigrationNet66 is used.
10
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VIRTUALIZED
CHAPTER 4 SETUP

Figure 10: Verification of the MX-ONE VM setup
(3% MXONE62_SN1 | Actions ~

i
4

Getting Started | Summary | Monitor Manage Related Objects

LS (S DR TN S

Guest 0S: SUSE Linux Enterprise 11 (64-bit) = 0.00Hz
Compatibility: ~ ESXi5.0 and later (VM wversion 8) sk MEMORY USAGE
WMware Tools: Running, version:9354 (Current) : §19.00 MB
DNS Name: linuz f J STORAGE USAGE
IP Addreszes: =) 8.75GB
Host: vmserver21
Launch Remote Console {\
ownload Remote Console @ -
* VM Hardware =
» CPU 2 CPU(s), 0 MHz used
» Memaory D 4096 MB, 815 MB memaory active
» Hard disk 1 60.00 GB
« Network adapter 1
MAC Address 00:50:56:8d:.e5:58
DirectPath 1/O Inactive
MNetwork MigrationMeti6 (connected)
+ Video card 32.00MB
» Other Additional Hardware
Compatibility ESXi 5.0 and later (VM version 8)

Edit Settings...

-

6) Deploy the OVA for the number of Service Nodes required.

7)  Adjust the VMs resources (vCPU, memory, disk, and so on) according to the MX-ONE virtualization
guidelines. As an example, in this document the process is done 4 times, 3 for Service Nodes and 1
for Provisioning Manager standalone.

NOTE: MIX-ONE requires access to Default Gateway during the installation process.

If the MX-ONE system network consists of only one subnet, a VM PC (it might be the same PC used to setup
the system) can be used to simulate the Default Gateway. So, it can be placed in the Migration network
with the IP address of the default gateway (DG).

Otherwise, the VMware Administrator needs to setup a valid Default Gateway in the Migration network.

Service Node setup gets fail if it cannot reach the DG by these two ways, because when setup the Service
Node network, it tries to PING the default gateway. If the PC is set with the DG IP address, or the network
answer, Service Node receives an answer that the operation is succeeded.

For example, default Gateway is 192.168.66.1, the VM PC is configured with this IP.
8)  Access the Service Nodes and setup them according to the documentation.

11
165/1531-ANF 901 14 Uen E 2019-04-28



VIRTUALIZED
CHAPTER 4 SETUP

Figure 11: MX-ONE Service Node Installation Screen

* MXONE62_SN1 - VMware Remote Console W=l

SUSE. Linux
Enterprise Server

lo
lo IP address: 127.0.0.1-8
IF addres=: 127.0.0.2-8 done
ethd device: VUMware UMXNET3 Ethernet Controller
No configuration found for ethB unused

Setting up service (localfs) network . . . . . . . . . . done
Starting auditd done
Starting haveged daemon done
Starting rpcbind done
Not starting NF3 client services — mo NFS found in ~etcsfstab: unused
Mount CIF3 File Systems unused
Loading console font lat9w-16.psfu -m trivial GO:loadable done
Loading keymap assuming iso-8859-15 euro
Loading -usr-share-kbd-keymaps-i3dBb-querty-sus.map.gz done
Loading compose table latinl.add done
Start Unicode mode done
Starting irgbalance done
Starting java.binfmt_misc done
Starting mcelog. .. done
Setting up (remotefs) network interfaces:
Setting up service (remotefs) wetwork . . . . . . . . . . done
Checking for missing server keys in retcrsssh
Starting 33H daemon done
Starting network time protocol daemon (NTPD) done
Starting mail service (Postfix) done
Starting CRON daemon done
Starting smartd unused

Select what type of MX-ONE installation |
This will prepare the server with proper settings I

Miloice MX-ONE
MiVoice MX-ONE Express (PM will be installed)
MiVoice MX-ONE 3aa3 (PM will be installed)

Select type of install 1-3

Selection
Only digits is allowed (1-3).
Select type of install 1-3

9)  When all the Service Nodes are setup, the following screen is displayed.

12
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VIRTUALIZED
CHAPTER 4 SETUP

Figure 12: MX-ONE Service Node installation screen (3 Service Nodes)
© MXOMNEB2_SN1 - VMware Remote Conscle . . ~ - ‘ '
VMRC ~ A

an

SWUSE. Linux
Enterprise Server

eri_sn_dbg-16.2.0.0.24-201611031157 .x86_64.rpn
P S 8 R
BEEHEHE R EE B H SRR SRR SRR R R R
ok?
mgw not installed, installing: mgu-3.1.4-1.i386.rpm
Install okt
ok
sopt-mxone_installs6.2.0.0.24-target-sinstall scripts-fileLink “install local™ ok
ok
sopt-mxone_installs6.2.0.0.24-targetrinstall _scripts-createlsers “install local™ 0" "8
Changing password for mxone_admin.
Add user eri_sn_ d
Add user ldap
Add user sby_server d
fidding groups to user: mxone_admin
Adding groups to user: mxone_user
ok
soptsmxone_installs6.2.0.0.24-target install_scripts-permissions “install local” "0
susrsbinfind: ‘rvarcsoptroeri_sns16.2.0.0.24-xdata’: Mo such file or directory
Update message file permissions
setfacl: rvar-log-localmessages=: Mo such file or directory
ok
sopt-mxone_installs6.2.0.0.24-targetsinstall_scripts-sudo “install local™ 0" 07
ok
soptsmxone_install-s6.2.0.0.24-target-install_scripts-cron
ok
sopts-mxone_installs6.2.0.0.24-target-install_scripts-suRaidSupervision “install_local™ 8" "B"
ok
reportResult : id=0 : result=0
Copying result to master server.
Result copied

"install_local™

Current serwer(s) are:
MXONE-MMM-SN1 .MX-0ONE

Failed servers will not be included if you choose to continue.
They can be added later

Neuw server data file(s) received from:

MXONE-MMM-3N1.MX-0ONE ok

MXONE-MMM-SNZ .MX-0ONE ok

MXONE-MMM-3N3 . MX-0ONE ok

Press "c” to continue when data for all servers are present

10) Press C to continue the installation. When the installation is finished, the following screen is

displayed.

13
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VIRTUALIZED
CHAPTER 4 SETUP

Figure 13: MX-ONE Service Node Finish Setup (3 Service Nodes)

VMRC ~ - o I «

o

SWSE. Linux
Enterprise Server

Distribute server data to other servers

serverData.conf 100x 3770 3.7KBrs
10.105.66.34 O

serverData.conf 100 3770 3.7KBss
10.105.66.36 O

ok

Wait for LIM(s) to start

Max wait time: 13 minutes i
Status Initial3tartOf3ystem occured : 4788
Initial Start Of 3ystem Successful: 4903
The MXONE system is started ok

Executing data_backup

data_backup ok

Executing config_mirror

conf ig_mirror ok

Installing addon software

Installing MX-ONE Service Node Manager - please wait ...

Starting silent installation of eri_om rpm
Follow progress by opening another shell and type:
tail -f -n B rvar-log-mxone-webserver-application_log. log

Installation of MX-ONE 3ervice Node Manager is finished. |
Webserver will now be re-started. This may take a while.
See progress in:

~opts jboss-serversdefault-log-server.log
Shutting down eri_jboss daemom
eri_jboss is already stopped
Starting eri_jboss daemon

Unable to Extract Certificates from Key Store

Turning on eri_jboss i.e. the web engine for java applications.

JBoss start up in progress

To see progress, use:

tail -f -n D -opt- jboss-server-default-log-seri_jboss. log -opt- jboss-server-default-log-server. log

Finished. 3ee log file -var-log-mxone-webserver-application_log.log for details.

Installat finished successfully

o

11) Execute basic tests in the Service Nodes without placing the configuration. You can do this during
office hours without system down time.

12) Create a VMware snapshot for the new system, if desired. It might be useful in some cases.

Setting up Microsoft Hyper-V® for MiVoice MX-ONE

To install a Hyper-V machine instance make sure your system meets the following requirements:
o Installed Windows Server 2008, 2012, or 2016

J Have a Windows License (no other special licenses needed)

] Runs on a Dell and HP server

. Have .vhd and .vhdx format image for installation

14
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VIRTUALIZED
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Enabling Hyper-V

To enable Hyper-V using a power shell:
1) Open a PowerShell console as Administrator.
2)  You can do either of the following:
- Run the following comand: Enable-WindowsOptionalFeature -Online -
FeatureName Microsoft-Hyper-V -All

Figure 14: Windows PowerShell
EN Administrator: Windows PowerShell - O *

2016 Microsoft Corporation. All rights reserved.

Administrator> Enable-Windo jonalFeature Mi crosoft-Hyper-V

- Open Server Manager and select Server Roles to add role and features and Install Hyper-V

Figure 15: Server Manager - Configure Local Server

Server Manager * Dashboard

WELCOME TO SERVER MANAGER

B Local Server

ii All Servers

o Configure this local server

% File and Storage Services P

E Hyper-V QUICK START
[ Add Roles and Features Wizard - [m] =
wle . DESTINATION SERVER
Select server roles WIN-35MLITLAMDG

Before ¥ Select one or more roles to install on the selected server.

Installaticn Roles Description

MY ctive Directory Certificate Senvice: Active Directory Certificate Services

[] Active Directory Domain Services (AD C5) s used to create

[ Active Directory Federation Services ce'llﬁcat!:n authorities and related
[] Active Directory Lightweight Diractory Services role senvices that allow you to issue
[] Active Directory Rights Management Services and manage certificates used in 2
[] Device Health Attestation variety of applications.

[] DHCP Server
] DNS Server i All Servers 1
[ Fax Server

[m] File and Storage Services (1 of 12 installed) )
[ Hast Guardian Service Manageability

| Hyper-V (Installed) Events
] MultiPoint Services
[] Network Policy and Access Services I Services

[] Print and Dacument Services
[] Remote Access

[] Remote Desktop Services

[ Volume Activation Services

] Web Server {IIS)

[] Windows Deployment Services

Performance

BPA results

1/29/2019 1:23 AM
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VIRTUALIZED
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Installing Hyper-V

1) Before you install Hyper-V, create a Virtual Switch Manager for Hyper-V to give network access to

the virtual machines.
a) Select Virtual Switch Manager.
Figure 16: Virtual Switch Select

8 Hyper-V Manager
File Action View Help

X
«% |z [
B Vit Machines e
= ‘WIN-35MLI7LAMDG -
Name state CPUUsage  Assigned Memory  Uptime Sttus Configurai. - R
No vitual machines were found on s server. B mport Vitsal Machine,
[ Hyper-V Settings..
28 virtual Switch Manager.
. Virtual SAN Manager.
i EditDisk
L Inspect Disk.
%) Stop Service
X Remove Server
© Refresh
View »
Help
b) Select type of switch, External Switch.
Figure 17: Switch Type
B Hype e -
File Action View Help
€= am B m
A Hyper-V Manager Actions
E ULEEEIFLTDS Virtual Mxhi:“ 'WIN-35MLI7LAMDG
Name State CPU Usage Assigned Memory Uptime Status Configurati... New
No vitual machines were found on this server.

[ Import Virtual Machine.

53 Virtual Switch Manager for WIN-3SMLITLAMDG - 1% [] Hyper-V Settings..

3 virtual Switch Manager...
% Creste virtual switch

. Virtual SAN Manager
What

of virtual switch do you want to create? wa Edit Disk..
5 et Dk

Bl ) Stop Service
X Remove Server
© Refresh

Create vt suitch View

Creates a vrtual swtch that binds t the physical network adapter so that vital @ Hep

machines can access a physcal nebwork:

Checkpoints

Details

Conce

c) Enter the name to the switch and click Apply.

16
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. .
Figure 18: Switch Name
B8 Hyper-v Manage -
File Action View Help
+«=|2m Bm
[ Hyper-V Manager Vietual Machi Actions.
2 irtual Machines.
Bl WIN-3IMLTLAMDG ~ WIN-35MLITLAMDG -
Narme State CPUUsage  Assigned Memory  Uptime Status Configureti " R
lew
No vitual machines wers found on this serve. % Import Virtus! Machine
3 Virtual Switch Manager for WIN-3SMLITLAMDG X [ Hyper-V Settings..
E3 Virtual Switch Manager,
|# virtualSwitches | &, perties . Virtual SAN Manager.
& New virtual network switch )
x Name: w4 EditDisk.
[New virtusl switch | & Inspect Disk.
2 New Virtual Switd Ston s
Broadcom Netxtreme Gigabit .. | M= =) Stop Senvice
4 _Global Network Settings X Remove Server
§ mac address Range © Refresh
View »
Connection type
What do you want to connect this virtual switch to? Help
@® External network:
Broaccom Netxtreme Gigabit Ethernet ~
system to share
] Enable single-root 10 v tuslization (SR-10V)
O Intemal network.
O Private network
wanID
[] Enable virtual LaN identifcation for management operating system
2
Remove
@ SR-OV can orly be configured when the virtual switch s created. An external
vitual switch with SOV enabled cannot be converted to an internal or private
Checkpoints : -
Dot vl

d)

Figure 19:

GotoControl Panel > Network Internet > Network Connections toview the

new virtual manager that you created in the above step.

Network Connections

E-' Metwork Connections

1

E-l » Control Panel » Metwork and Internet »  Network Connections

Organize « Disable this network device Diagnose this connection Rename this connection View status of this connection
MICT MIC2 o vEthernet (Broadcom MetXtreme
= Enabled MNetwork cable unplugged = Gigabit Ethernet - Virtual Switch)
@ Broadcom NetXtreme Gigabit Eth... & Network 2

2) Create a Virtual instance:

a)

Figure 20:

Select New > Virtual Machine.

Virtual Machine - New

— [m] pad
~ 0

Search Metwork Connections @

Change settings of this connection 5=+ [H 0

8 Hyper-V Manager _ %
File Action View Help
«=|zm EE
[ Hyper-V Manager H Actions
B WIN 22w s Virtual Machines e
Rl TPUUsage  AssignedMemory  Uptime Status Configurat
Import Virtual Machine... Hard Disk... New »
No vitual machines wers found on this server. A
Hyper-V Settings Floppy Disk. 3 Import Virtual Machine...
Virtual Switch Manager... ] Hyper-V Settings.
Virtual SAN Manager. EE Virtual Switch Manager.
Edit Disk.. 4. Virtual SAN Manager.
Inspect Disk.. 4 EditDisk.
5 Inspect Disk...
Stop Service = Insps
Remove Server ®) Stop Senice
Refresh % Remove Server
View > © Refresh
View »
Hel
- H Help

b)

Enter the name of the virtual instance.
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Figure 21:

B8 Hyper-V Manager

Specify VM Name and Location

- X
Fie Action View Help
<= | z|m B
8 Hyper-V Manager Virtual Machi Actions
¥ irtual Machines
[ WIN-35MLITLAMDG R TTTITTS .
Name State CPUUsage  Assigned Memory  Uptime Status Configurati " R
No vitusl machines were found on this server. % Import Vitual Machine..
[ Hyper-V Settings.
E2 Virtual Switch Manager.
4. Virtual SAN Manager.
B New Virtual Machine Wizard w4 EditDisk.
£ Inspect Disk..
=) Stop Senvice
@ Specify Name and Location
X Remove Server
© Refresh
Before You Begin Choose a name and location for this irtual machine. View »
The Manager. that you use a name that helps you easiy H Hep
[ —— ident ., such as the name of the system or workload.
Ay Nome: [ronemi]
IR You can reate a folder o use an existing folder to store the virtual machine. If you don't select a
G Ee foldr, the virtual machine i stored in the default folder configured for this server.
Tnstalation Options [ Store the virtual machine in a different location
Summary : [c:Programbata\iaosoft\Windons yper 1
<Previous Fish Cancel
Checkpoints
. .
Figure 22: Assign Memory
18 Hyper-V Manager - o x
File Action View Help
= xm o
B8 Hyper-V Manager Virtunl Macki Actions
[ WIN-35MUITLAMDG TR o
Name State CPUUsage  Assigned Memory  Uptime Status Configurati " R
lew
No vitual machines were found on ths server. % Import Virus! Machine
[ Hyper-V Settings...
5 Virtual Switch Manager.
o, Virtual SAN Manager.
I New Virtual Machine Wizard x «  EditDiskc
5 Inspect Disk
. ®) Stop Service
= Assign Memol
0! Y X Remove Senver
© Refresh
Before You Begn Specify the amount of memary to alocate to this virtual machine. You can specify an amount from 32 View »
“ VB through 12582912 MB. To iprove performance, specify more than the minmum amount
SEREROHEEIT recommended for the operatng system H Hep

d)

Specify Generation

n Memory

Configure Networking

Connect Virtual Hard Disk.
Installation Options

Summary

Startup memory:

0] Use Dynamic Memory for this virtual machine.

@ vhenyou assign 10 2 vetual
use the virtual machine and the operating system that it will run.

der how you intend to

< Previous Finish Cancel

Checkpoints

Select the network switch that you configured initially.
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Figure 23: Network Selection

|8 Hyper-v

g - X
File Action View Help
e 2w @
5 Hyper-V Manager - . Actions
B NG ||Vt i —— S
Name State CPUUsage  Assigned Memory  Uptime Status Configurati.. " R
ew
No vitual machines were found onthis senvr. % Import Virtual Machine...
[ Hyper-V Settings...
EE virtual Switch Manager...
@ Vitual SAN Manager.
R New Virtual Machine Wizard x <4 EditDick.
) Inspect Disk.
) %) Stop Service
@ Configure Networking
X Remove Server
U Refresh
Before You Begn Each new virtual machine ndudes a netuork adapter. You can configure the network adapter to use a View >
vital sitch, o it c2n remain dsconnected.
Specfy Name and Location Help
Specify Generation Connection: [ Not Connected ~
ssign Memory
Connect Virtual Hard Disk
Installation Options
Summary
<Previous Frich Cancel
Checkpoints

e)

Select the image (VHD). Use an existing virtual Hard disk and select the

location where your

VHD image is stored. For MX-ONE, unzip the Hyper-V image and select the Virtual Hard Disk.

Figure 24: Image Selection_1
B8 Hyper-V Ma

Action

File View Help
= | 2|5

[ Hyper-V Manager
B WIN-35MLITLAMDG SR T
Name State CPUUsage  Assigned Memory  Uptime Status Configurati...
No virtual machines were found on this server.
B new Virtual Machine Wizard X
@ Connect Virtual Hard Disk
Before You Begin A virtual machine requires storage s that you can install an operating system. You can spedify the
P — storage now or configure it later by modifying the virtual machine’s properties.
Specify Generation () Create a virtual hard disk
P v Use this option to create @ VHDX dynamically expanding virtual hard disk.
Configure Networking ame MX-ONE-LIM 1. vhchx
Connect Virtual Hard Disk Location: |C:\Users\Public\Documents\Hyper-V\Virtuial Hard Disks), Browse
Summary
Size: 127 GB (Maximum: 64T8)
(®) Use an existing virtual hard disk
Use this option to attach an existing virtual hard disk, either VHD or VHDX format.
Location: Browse...
() Attach a virtual hard disk later
Use this option to skip this step now and attach an existing virtual hard disk later.
< Previous Finish Cancel
Chormninte
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Figure 25: Image Selection_2
B8 Hyper-v Manager
File Action View Help

= 2F B E

EF Hyper-V Manager
R WIN-35MLITLAMDG Virtual Machines
Name State CPUUsage  Assigned Memory  Uptime Status Configurati...
No virtual machines were found on this server.
EH Open X
< “ 4 || > ThisPC » Desktop » HyperV-Image-MX-ONE_7.1.sp0.hf0rc10 > Virtual Hard Disks v O | Search Virtual Hard Di ]
Organize »  New folder o @
Name Date modified Type Size
s Quick access
= MX-ONE_7.1.5p0.hf0.rc10 1/28/2019 1046 AM  Hard Disk Image F... 12,161,024 ...
[ Desktop #*
& Downloads ~ #
Documents o
[& Pictures E s
Virtual herd disks
[& Microsoft Manageme
[ This PC
i Local Disk (C)
¥ Network
File name: | MX-ONE_T.1.5p0.hf0.rc 10 v| Virtual hard disk files @
[ Checknaints

f) Review the summary of the configuration details and click Finish.

Figure 26: Review Summary
B8 Hyper-V Manager

File Action View Help

LK A=l ol 7]

R Hyper-V Manager
i WIN-35MLITLAMDG R, TEEE
Narme State CPUUsage  Assigned Memory  Uptime Status Configurai...
No vitual machines were found on this server.
EH New Virtual Machine Wizard x
=] Completing the New Virtual Machine Wizard
Before You Begin You have successfully completed the New Virtual Machine Wizard. You are about to create the
following virtual machine.
Specify Name and Location
Specify Generation ey
Assign Memory Name: MX-ONE-LTM1
Configure Networking Generation: Generation 1
Memory: 8000 MB
Connect Virtual Hard Disk Network:  Broadcom NetXireme Gigabit Ethernet - Virtual Switch
HerdDisk:  C:WUsers\Administrator|\Desktop\yperV-Image-M-OKE_7. 1.5p0.hf0.rc 10Wirtual Hard
< >
To create the virtual machine and dese the wizard, dick Finish.
< Previous Cancel
[ —

Change virtual machine settings as per the requirement.
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Figure 27: Change VM Settings

File Action View Help
e |2 |FE HiE

] Hyper-V Manager
£ WIN-QSLO5K123)T

Virtual Machines

Name State CPUUsage  Assigned Memory  Uptime Status Configurati..
B MxONELIMT Running 0% 8000 MB 00:01:06 80
£ Settings for MX-ONE-LIM1 on WIN-QLOSK123JT
MX-ONE-LIM1 ~ L]

O 105

@ security

¥ Memory

=

I Processor

=l [ 10E Controller 0

]y Hard Drive
Checkpoints £l [0 1DE Controller 1
DVD Drive

&0l scs1 controller
# [ Network Adapter

@ com1
@ comz

[ Diskette Drive

»

Management
1] Name

] Integration Services

& Chedkpaints

% Hardware ~ | B AddHardware
Add Hardware

& smart Paging File Location

You can use this setting to add devices to your virtual machine.
Select the devices you want to add and dick the Add button.

SCST Cantraller

Network Adapter

RemoteF: 30 Viden Adapter
Legacy Network Adapter
Fibre Channel Adapter

4)  Start the virtual machine.

Figure 28: Select VM

i
File Action View Help
L X Al 7 Ms:

H Hyper-V Manager
8 WIN-35MLITLAMDG

c v
o Conce
’_j MX-ONE-LIM1T on WIN-35MLITLAMDG - Virtual Machine Connection - a x
File Action Media Clipboard View Help
Actions
Virtual Ma| B D@0 ump|k
- WIN-35MLITLAMDG
Name Configurati..
B mxong GNU GRUB version 2.02 i New

SLES 12-SP4
Advanced options for SLES 12-5P4

Use the t and § keys to select which entry is highlighted.
Press enter to boot the selected 03, ‘e’ to edit the commands
before booting or “c’ for a command-line.

The highlighted entry will be executed automatically in 3s.

Status: Running =@

% Import Virtual M
Hyper-V Settings
23 Virtual Switch Mz
& Virtual SAN Man:
Edit Disk.
& Inspect Disk..
) Stop Sevice
X Remove Server
© Refresh

View
H Hep
MX-ONE-LIM1
48 Connect...
F9 settings..
5) Tum Off...
® ShutDown.

O sae
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5)  Install MX-ONE on the virtual machine instance:
a) Click Yes to configure the MX-ONE server.
Figure 29: MX-ONE Initial Setup
B :
File Action View Help
L ANl ol 7 Micy
E7 MXONE on WIN-QSLO5K123JT - Virtual Machine Connection -
B8 Hyper-V Manager
B WIN-08LOSK12ay7| File Action Media Cliphoard View  Help
B D@0 uwf
MX-0ONE Initial Setup
Welcome to MX-ONE Telephony System Setup
You have to configure your server before starting
the Telephony System.
Do you want to configure your server now?
<Hho >
b) The network service restarts:
Figure 30: Network service restart
]
File Action View Help
= | % BiE
£ MXONE on WIN-QSLO5K123)T - Virtual Machine Connection ]
H Hyper-V Manager X
Eg WiN-QaLosKiz3yT| Flle Action Media Clipboerd View Help
[25) OO | un|f
MX-ONE Initial Setup
Successful restart of network
service
Missing servers will not be included if you choose to continue
They can be added later
Wait for expected server(s) to appear
Hew server data file(s) received from:
mxone-1linl.mitel.con
[Press ¢ to continue
Status: Running =0
22
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Figure 31: MX-ONE Setup Complete
File Action View Help
&= |5 BF

3 MXONE on WIN-QSLOSK123IT - Virtual Machine Connection - -
E%wxgﬁ;g;zm Flle Action Media Clipboard View Help Actions

& @ C " 5" WIN-QSLO5K123)T
1011 mxone-linl.nitel.con New
= % Import Virtual Machine..

[Execut ing
cassandra_sn createTables, schema file=-optseri_sns17.1.8.0. 1 etconxone_cql.schema

ok
[Executing:
-opt mxone_installs7.1.0.0. 1-target.install_scriptssserviceNode “insertConf igDataInDB'
Inscrting Alarn Configuration into database
Inserting default domain data into database

ok
Executing “start” in all servers

fron mxonc-linl.mitel.com

jait for 1 ansvers.

fnsuer received from:

1011 mxone-linl.mitel.con

Distribute server data to other servers

lox
iait for LIMCs) to start

Max wait time: 11 minutes

Status InitialStartOfSysten occured
Initial Start Of System Successful
[The MXDNE system is started ok
[Executing data_backup

ata_backup ok

Executing conf ig_mirror

fconf ig_nirror ok

E T B e S e S e e e S e e e e
]

*
# OBSERVE!? To get correct group membership logout and in again. #

* *
AR R I R R R R R R
Installing addon Sof tuare
Installing MX-ONE Service Node Manager - please wait ...
Starting silent installation of mxone_snm rpn
[Follow progress by opening another shell and type:
il —f —n O svar.log/mxone uebserver application_log. log
fcreated symlink from setcssystemdssystensmulti-user . target.uants/mxone_jboss.service to susr.1ibssystend system/mxone_jboss.service.
Installation of MX-ONE Service Mode Manmager is finished.
jiebserver will now be re-started. This may take a uhile.
Sce progress in:
~opt jboss-standalone~ log-server . log
Finished. Sce log file svarslogsmxone uebserver-application log.log for details.
Updating serverData.conf

Installati

1inux—Z44m:

Standard Infrastructure

The standard infrastructure needs to be in place. The main activities are:

Hyper-V Settings.
98 Virtual Switch Manager...
. Vitual SAN Manager...
Edit Disk.

Inspect Disk.
Stop Service

Remove Server

ex ®lgh

Refresh
View

H Hep
MXONE

| |48 connect..
[E7 Settings.
Tum Off...
@© shut Down...
O swve

1 Pause

1> Reset

By Checkpoint
B Move..
Export..
T Rename...
B Enable Replication..

H Hep

. Creation of the two new networks, Migration and Shadow (it is not mandatory in this case).

. Deploy MiVoice MX-ONE.

Network Setup

In the standard infrastructure, the Migration and Shadow networks are created in an isolated switch in

the customer or partner network.
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Figure 32: Standard Environment Upgrade (before)

Provisioning
Manager

Standard environment

MX-ONE
Service
Node 1

MX-ONE
Service
Node 2

MX-ONE
Service
Node 3

Switch 2 = Net2: Migration

Switch 3 = Net3: Shadow

Deploy MiVoice MX-ONE

To deploy MiVoice MX-ONE, do the following:
Create the number of Service Nodes required based on size of the current MX-ONE system.
Consider consolidation of server/Media Gateways to reduce footprint.

Install the new MX-ONE following standard MX-ONE installation documentation.

Configure required functionalities for the specific customer. For example, synchronization between
the Service Nodes.

Execute basic tests in the Service Nodes without placing the configuration. You can do this during
office hours without system down time.

NOTE: When a PC is connected to the systems, it access both Production and Migration network.

1)
2)
3)
4)

5)

Figure 33: Standard Environment New System Deployed (after)

Standand environment

D PC needs to have connection for both networks
to connect to
the systems

Provisioning Provisioning

Manager Manager

MX-ONE MX-ONE MX-ONE MX-ONE MX-ONE MX-ONE

Service Service Service Service Service Service

Node 1 Node 2 Node 3 MNode 1 Node 2 Node 3

Switch 3 = Net3: Shadow
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PC-Regen

PC-Regen is a MX-ONE tool used to collect the current customer data. A PC-Regen from the system that
is going to be upgraded needs to be done.

Consult your PC-Regen in MX-ONE CPI documentation in order to execute the steps below.

Collecting the Current Data

PC-REGEN must be available at the customer site or must be connected remotely (if that is allowed by
the customer) to read/fetch the current customer data.

This is done during office hours without no system down time.

NOTE: When the PC-Regen is collected and the customer constantly does MAC (Move, Add and Change) in
the system, it is recommended that the changes stored in a file must be sent to the system afterwards.

25
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Figure 34: PC-Regen Setup

Send the Data to the New System

The collected data is regenerated via PC-Regen. Send the configuration files to MX-ONE as per the MX-

ONE CPI documentation.

NOTE: Disable the security check if a considerable amount of data is sent to the system. Depending of the
system size this activity can take hours or days. Sometimes, the PC-Regen of a system with 12000 users
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are sent over the weekend. See the MiVoice MX-ONE Administration Guide, Chapter 13, Server Hard-

ening.

When the system setup is completed, execute MX-ONE backup and a VMware snapshot, if desired. This
is done during office hours without no system down time.

Figure 35: PC-Regen File Send Process (to the new system)

VMware Infrastructure

PC-Regen Regenerated files PC-Regen
Read > send
Config Config
MX-ONE MX-ONE MX-ONE MX-ONE MX-ONE MX-ONE
Service Service Service Service Service Service
Node 1 Node 2 Node 3 Node 1 Node 2 Node 3
VM VM VM VM VM VM

Net2: Migration

Net3: Shadow

Media Gateway and Media Server Setup

If old hardware is replaced by new chassis with MGU (recommended scenario), update the MGUs if they
are not with the latest software. This procedure is not described in this document, refer the MX-ONE CP/

documentation.

If the customer is using Media Server, then install and configure it. And to follow the procedure, refer the
MX-ONE CPIl documentation.

Execute all tests required in the new system. This work is done during office hours — no down time.

Figure 36: Environment with Media Gateways

VMware Infrastructure

Chassis

Chassis
with with

MGU 1 MGU 1 i
legacy legacy legacy Ch§55|s CHQSSIS Ch§55|s

HW HW HW with with with
MGU 1A MGU 1A MGU 1A
MX-ONE MX-ONE MX-ONE MX-ONE MX-ONE MX-ONE
Service Service Service Service Service Service
Node 1 Node 2 Node 3 Node 1 Node 2 Node 3

VM VM VM VM VM VM

Chassis
with
MGL 1

Net2: Migration

Net3: Shadow
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Migrating Provisioning Manager and Service Node Manager

To migrate Provisioning Manager and Service Node Manager, the database backups are required.

For more information, see Chapter 5, UPGRADING OR UPDATING TO MIVOICE MX-ONE 7.X, Installation
Instruction document.

Backup Service Node Manager (Manager Telephony Server in MX-one 5.0)

To backup Service Node Manager database in the MX-ONE 5.0 SP7, execute the following:
1)  Make sure that you are logged in as root.
2) Create afolder. For example, /home/eri sn admin/TSBackup/

3) Change the permission to allow postgres to write in the folder, such as chmod 757 /home/
eri_sn_admin/TSBackup.

4)  Save all data of WBM database.

- Run the following command: su postgres -c "pg dump -a -D -d WBM -f /home/
eri sn admin/TSBackup/wbm data only.sql"

- It may be necessary to enter the password for the database, which by default is default in MX-
ONE 5.0.

5) Save all data of QoS Database and run the following command: su postgres -c "pg dump -
U postgres QoS -f /home/eri sn admin/TSBackup/QoS entire data.sql -C -
-inserts"

6) Enter the password for the database, which is default in MX-ONE 5.0.
7)  Copy the created files to an external media, for example a USB memory, or another safe location.

Template Data Backup

1)  Ensure that you are logged in as root on the Manager Telephony System Server.

2)  Run the following command to archive the templates: “tar -cf customer.tar --direc-
tory=/opt/jboss/server/default/conf/templates”

3)  Copy the customer.tar file to an external media. For example, to a USB memory.

Backup Provisioning Manager (Manager Provisioning in MX-ONE 5.0)

If Provisioning Manager and Service Node Manager are installed on the same server or on different
servers, the data for Provisioning Manager must be saved. Because, upgrading Service Node Manager
clears the database that is used by Provisioning Manager.

To backup Provisioning Manager database in the MX-ONE 5.0 SP7, execute the following:

1) Logon on Manager Provisioning server as root.

2) Create a Folder /home/eri_sn_admin/TSBackup/ if it does not exist. Such as, mkdir -p /home/
eri_sn_admin/TSBackup/

3) Enterthe commandmp config and select Database backup.
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Figure 37: Manager Provisioning mp_config Utility

Aastra Manager Provisioning 2.310.28

This utility is for performing individual tasks in
Manager Provisioning.

You can use the UP/DOWN arrow keys to navigate and
spacebar to select.

Please choose your option!

Database

Database

Database restore

Webserver check

Webserver config

Manager Provision Re-install
Unlock user

Set user password

View user priviliges

< £xit =

4)  Backup MP database is stored in directory /var/opt/mxone_pm_config/ with a file name starting
with “mpManagerPostgresDump” followed by date, rpm version and release details.

Flgure 38: Manager Prowsmnmg Backup Result
rfopt/eri_mp _config # 1s

5) Saveall data onuartz Database usmgthefollowmgcommand su postgres -c "pg dump -
a -D -d Quartz -f /home/eri sn admin/TSBackup/Quartz data only.sqgl"

6) Enter the password for the database, which is default in MX-ONE 5.0.

7)  Copy the created files (or the entire directory) to an external media, for example a USB memory, or
another safe location.
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Manager Provisioning Template Data Backup

1)  Ensure that you are logged in as root on the Manager Provisioning Server. This is useful when the
Manager Provisioning is in different server (standalone).

2)  Runthe following command to backup the templates: tar -cf customer mp.tar --direc-
tory=/opt/jboss/server/default/conf/templates.

3) Copy the customer_mp.tar file to an external media, for example an USB memory.

Restore Service Node Manager

NOTE: Before executing this step, first restore MX-ONE data by using PC-Regen. Ensure that the required
resources to the Service Node Manager are in place. Adjust the Jboss heap memory of the server
according to the Service Node Manager. To do this, refer the Service Node Manager Installation docu-
ment in MX-ONE CPI.

To restore Service Node Manager, do the following:

1) Gotothe new Service Node Manager installed in the Service Node 1.

2)  Copy the Manager Telephony System’s data files (wbm_data_only.sql, QoS_entire_data.sql,
customer.tar) to /home/eri_sn_admin/TSBackup Directory.

3)  Provide the 755 permissions to these files.

4)  Execute the snm_upgrade script then follows the instructions. This script restores WBM, QoS and
customer.tar (customer templates) to the system.

Restore Provisioning Manager

NOTE: Restore Service Node Manager before restoring Provisioning Manager in case of Co-existence
system. The Provisioning Manager in this example has 23 K users that were synchronized via Active Direc-
tory with the MX-ONE 5.0. The system has 15 K SIP extensions. So, this requires a Provisioning Manager
standalone.
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Flgure 39: Restore SerV|ce Node Manager

) # snm_upgrade ) )

The to data restore Proc e estart of PostgreSQL Database and PM/SNM/C5TAPhaseIII applications.
Do you still want to Continue to Restore the Data [YES/NO]

yes

Restoring previous data to Service Node Manager...

Current RPM Veraion 6

omer/AccountCode/
omerfnnalogueExtensionf
omer/AuthorizationCode AUCOP/
fAuthorizationCode IndAUCOP/
ommonAbbNum/

omer /HuntGroup/
omer/HuntGroupMember/
omer/IPExtension/
omer/IPFunctionKey/
omer/IPPhoneConfigFiles
0mer,M0b11eE\tena10n,

ﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁ

customer/Route/
customer/VirtualExtension/
customerfTelephon"erverf

erver/IP-template_4 IPExtension/

: erver/IP-template_4 IPExtension/TemplateInfo.xml
customer/TelephonyServer/IP-template_4 IPExtension/PELCP.xml
customer/TelephonyServer/IP-template 4 IPExtension/GEDIP.xml
customer/TelephonyServer/IP-template_4 IPExtension/GEADP.xml
customer/TelephonyServer/IP-template 4 IPExtension/IPEXP.xml

] yServer/IP-template_4 IPExtension/NIINP.xml

omer/TelephonyServer/IP-template_4 IPExtension/PELPP.xml

customer/TelephonyServer/IP-template_4 IPExtension/PNNames . xml
customer/TelephonyServer/IP-template 4 IPExtension/SUSIP.xml
customer/TelephonyServer/IP-template 4 IPE\tenalon,uEFRP.xml

ore of data completed.

r/log/mxene/eri_om/eri_om_rpm_6.2.0.0.9.479_201611031016_5_0_to_6_0.Llog
Starting the Application..
Starting eri_jboss daemon

Unable to Extract Certificates from Key Store
Turning on eri_jboss 1.e. the web engine for java applications.
start up 1n progress .......

.leg fopt/jboss/server/default/log/server.log

To restore the backup in Provisioning Manager, execute the following:

1)  Copythe Manager Provisioning data files (mpManagerPostgresDumpxxxxxx, Quartz_data_only.sql,
customer_mp.ear) files to /var/opt/mxone_pm_config/ Directory.

2)  Make sure that the files are owned by “root” user.

3) Executemp configand select Database restore. The script takes care of restoring PM, Quartz
databases and Customer_mp.tar (Customer template) data.
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Figure 40: Provisioning Manager mp_config Utility

1s1oning Manager 2.478

This utility is for performing individual tasks in
Provisioning Manager.

You can use the UP/DOWN arrow keys to navigate and
spacebar to select.

Please choose your option!

Database check

Database backup

Database restore

Provisioning Manager Re-install
Unlock user

Set user password

View user privileges

K = = Exit =

4)  Remove the Quartz_data_only.sql and customer_mp.tar from /var/opt/mxone_pm_config direc-
tory after data restore.

5)  Execute the following command: cd /var/opt/ mxone pm config rm -f Quartz -
data only.sqgl customer mp.tar.

Verify Provisioning Manager and Service Node Manager setup

After restoring the database, both software needs get verified to execute the sanity check.
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Provisioning Manager Details

To view Provision Manager:

1) Loginin to the Provisioning Manager and change the administrator password if it is not in compli-
ance with MX-ONE 6.X requirements.

Figure 41: Provisioning Manager Page (after restore)

Dl Mitel Provisioning Manager in as' administrator Abou

General Help

Apply

3 The current password is not compliance with MX-ONE 6.x and above security standards.

* Please change it to strong password

First Name: pm_administrator (@ Last Name: * pm
User Id: administrator

Current Password:

New Password:

Confirm New Password:

Security Profile: System Setup Admin
) Email Address: (@) sms:

6
Alternate First Namas: (@ Alternate Last Names:

PRANAAAEE

Keywords:

Department(s)

(7) Department(s): ABS_packets; Denver
Preferences

(@ Use Last Selection: O

(7} Prowvisioning Manager Language: 'English ~

Apply

2)  Goto user task and check if users are present in the Manager Provisioning 5.0 in the new system.
In the Provisioning Manager User task, the first page is presented below showing the first 200 users.
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Figure 42: User Task (all users page 1)

o0 Mitel | Provisioning Manager

ed in as: administrator

sers Services Administrators System Logs Own Settings
SEr uUcpal =4l v ap)
User Help
(7) Enter User Name(s), Extension Number, Department: |
(@ Imported from: LAl ~
View Maximum rows per page |200 Page |l v| Go S

Y
S~

OPOOPOPOLOPS

§ o)

PPOLPLOPP

LR/ HRLRIIIRRRRNS
S S E P EESSEE SR REEEEE R

goooootboboobooddadooboo-g

0
2

3)

=

UserId %
administrator
samAccName100000
samAccName100001
samAccName100002
samAccName100003
samAccName 100004
samAccName100005
samAccName 100006
samAccName 100007
samAccNamel00008
samAccName100009
samAccNamel100010
samAccName100011
samAccName100012
samAccNamel00013
samAccName100014
samAccName100015
samAccNamel100016
samAccName100017
samAccName100018
samAccNamel100019

Last Name *

pm

SNTempUser100000
SNTempUser100001
SNTempUser100002
SNTempUser100003
SNTempUser100004
SNTempUser100005
SNTempUser100006
SNTempUser100007
SNTempUser100008
SNTempUser100009
SNTempUser100010
SNTempUser100011
SNTempUser100012
SNTempUser100013
SNTempUser100014
SNTempUser100015
SNTempUser100016
SNTempUser100017
SNTempUser100018
SNTempUser100019

First Name
pm_administrator

givenName100000
givenName 100001
givenNams100002
givenName 100003
givenName100004
givenName100005
givenName 100006
givenName100007
givenName 100008
givenName 100009
givenName 100010
givenName100011
givenName100012
givenName 100013
givenName100014
givenName 100015
givenName 100016
givenName100017
givenName 100018
givenNama100019

Extension / MiVoice MX-ONE

100000 / ABS
100001 / ABS
100002 / ABS
100003 / ABS
100004 / ABS
100005 / ABS
100006 / ABS
100007 / ABS
100008 [ ABS
100009 / ABS
100010 / ABS
100011 / ABS
100012 / ABS
100013 / ABS
100014 / ABS
100015 / ABS
100016 / ABS
100017 / ABS
100018 / ABS
100019 / ABS

Department{s)

ABS_packets

Users without department
Users without department
Users without department
Users without department
Users without department
Users without department
Users without department
Users without department
Users without department
Users without department
Users without department
Users without department
Users without department
Users without department
Users without department
Users without department
Usgers without department
Users without department
Users without department
Users without department

Import from %

Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory
Active Directory

200 users. In this system 200 users per page, 115 pages, resulting in 23000 users.

Customer

In the Provisioning Manager User task, below is the last page is presented showing the remaining
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Figure 43: User Task (all users page 1)

D Mltel | Provisioning Manager Logged in as: administrator Abou Jser Guide

Sers Services Administrators System Logs Own Settings

User Help

() Enter User Name(s), Extension Number, Department: [=

(@) Imported from: [ ~]
View Maximum rows per page |200 ~| Page |115 v| | Go e
T UserId Last Name % First Name Extension / MiVoice MX-ONE %, Department(s) %; Import from *; Customer
| Q /7 x samAccNamel22799 SNTempUserl22799 givenNamel22799 122799 [ ABS Users without department Active Directory
& /X samAccNamel22800 SNTempUserl22800 givenNamel22800 122800 [ ABS Users without department Active Directory
[0 & & ® [z samAccNamel22801 SNTempUser122801 givenNamel22801 122801 /ABS Users without department Active Directory
| Q, #/ MW 5 samAccNamel22802 SNTempUser122802 givenNamel22802 122802 / ABS Users without department Active Directory
1K /X samAccName122803 SNTempUserl22803 givenNamel22803 122803 / ABS Users without department Active Directory
0O« #Z % samAccName122804 SNTemplUser122804 givenNamel22804 122804 / ABS Users without department Active Directory
| | QG /X samAocName122805 SNTempUserl122805 givenNamel22805 122805 / ABS Users without department Active Directory
(14 7 X samAccName122806 SNTemplUserl22806 givenNamel22806 122806 / ABS Users without department Active Directory
O« & % samAccName122807 SNTempUser122807 givenNamel22807 122807 / ABS Users without department Active Directory
| Q2 samAocName 122808 SNTempUserl22808 givenNamel22?808 122808 [ ABS Users without department Active Directory
(1<K 7 X samAccName122809 SNTempUserl22809 givenNamel22809 122809 / ABS Users without department Active Directory
0« 72 % samAccName122810 SNTempUser122810 givenNamel22810 122810/ ABS Users without department Active Directory
0Q & % samAocName122811 SNTempUser122811 givenNamel122811 122811 /ABS Users without department Active Directory
1 Q # X samAccNamel22812 SNTempUser122812 givenNamel22812 122812/ ABS Users without department Active Directory
0O Qs samAoccName122813 SNTempUser122813 givenNamel22813 122813 / ABS Users without department Active Directory
14 7/ X samAccName122814 SNTempUser122814 givenNamel22814 122814 / ABS Users without department Active Directory
(1 Q 7 X samAccName122815 SNTempUserl22815 givenNamel22815 122815/ ABS Users without department Active Directory
0 & & ® [ samAccNamel22816 SNTempUser122816 givenNamel22816 122816 /ABS Users without department Active Directory
O & & R’ [ samAccNamel22817 SNTempUser122817 givenNamel22817 122817 / ABS Users without department Active Directory
[0 & & ® [5 samAccNamel22818 SNTempUserl22818 givenNamel22818 122818 [ ABS Users without department Active Directory
O @& & R 5 samAccName122819 SNTempUser122819 givenNamel22819 122819 /ABS Users without department Active Directory
4)  Goto user task and add a new administrator user to manager the system (AlaCarte Service
Provider).
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Figure 44: User Task All Users (Page 115)

User-Add-Step 1/ 2
User

<- Back Next -> Apply Cancel

(@) First Name: admin @ Last Name: * |rd |
@ uUser Id: * |admin_rd
@ Password: sesssens @ Confirm Password: (sessssns |
(@ Email Address: (@ sMs: [
(@ Alternate First Names: (@ Alternate Last Names:
@ Keywords:
User Defined Fields
(T Business: (@ Business 2:
(@ Mobile Phone: (# Mobile Phone 2: |
@ Department(s): *  Existing Department(s); Location(s): Selected Department(s); Location(s):
ABS_packi JKuser stem\Users without dejfl
w Maove Up
¥ <= < > Move Down

! Note: The first department in Selected Department(s) list is primary department
Preferences
@ Use Last Selection:
(@) Provisioning Manager Language: English ~

<- Back Next -> Apply Cancel

Go to Administrator task and select Administrator and click Add.

Select the new administrator user and the Security Profile AlaCarte Service Provider, make the
other setup and click Apply.
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Figure 45: Add Administrator Page
Users Services Administrators System Logs Own Settings
Administrator Security Profiles
Administrator - Add
Apply Cancel
. User Name(s), *
(7). Extension Number, ad Search
Department:
®) 3dmin_rd , admin rd , Users without department
(7 Security Profile: * | AlaCarte Service Provider v View... Edit...
(@ Access to + -
Department(s): Existing Department(s}, g‘:ﬁfﬁgem[s}
S Location(s);
ABS_packets; Denver
ABS_packets\12Kusers_system; Denver
ABS_packets\12Kusers_system\Users without department; Denver
S Move Up
G 1] Mave Down
(7) Access to Subsystems =
in Location(s):
Denver
”ﬂpplhfl Cancéi
7) If the new administrator user is successfully created, the following screen is presented.
37
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Figure 46: Add New User Result
User - Add - Result

Add operation successful for:

s User Id: admin_rd

User

Property Value

User Id admin_rd

First Name admin

Last Name rd

Department(s)

Department(s) ABS_packets\12Kusers_system\Users without department; Denver
ABS_packets\12Kusers_system; Denver
ABS_packets: Denver

Preferences

Use Last Selection Yes

Provisioning Manager Language English

Add Mew... Change This... Remove This Add From This... Done

8) If the security profile for new administrator user is successfully assigned, the following screen is
presented.

Figure 47: Add Administrator Result
Administrator - Add - Result

Add operation successful for:

s« User Id: admin_rd

Property Value

User Id admin_rd

Security Profile AlaCarte Service Provider
Access to Department(s) ABS_packets; Denver

ABS_packets\12Kusers_system; Denver
ABS packets\12Kusers_system\Users without department; Denver

Access to Subsystems in Location(s) Denver

Add New... Change This... Remove This Add From This... Done

9) Login with the new administrator user, in the example admin_rd.
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10)

Go to System menu> Subsystem, change the Subsystem information, Version and User ID in

Subsystem.

Figure 48: Subsystem View Page

11)

Subsystem - Change - ABS

Apply Cancel

(?) Subsystem Type:

(?] Use HTTPS:

(?) Subsystem Name:

(2) Version:

(?) IP Address:

(?) Port:

(7] User ID in Subsystem:

(?) Password in Subsystem:

(?) Terminal Password:

(?) Confirm Terminal Password:
(?) IP Phone Server:

(?) Domain Folder:

(?) Location:

(?) Confirm Password in Subsystem:

MiVoice MX-0ONE
]

|ABS

10.105.66.30

80

|a|:|rninistratnr

|Enter Manual URL

Edit...

Apply Cancel

Subsystem change result is presented below.

165/1531-ANF 901 14 Uen E 2019-04-28

39



MIGRATING PROVISIONING MANAGER AND SERVICE NODE IMIANAGER

CHAPTER 4 SETUP

Figure 49: Subsystem Change Result

Subsystem - Change - ABS - Result

Dane

Property Value
Subsystem Type MiVioice MX-0ONE
Use HTTPS MNo

Subsystem Name ABS

Version 6.2

IP Address 10.105.66.30
Port 80

User ID in Subsystem admin_rd
IP Phone Server
Location Denver

Change This... Done

NOTE: In this example Provisioning Manager is used for the Service Node Manager authentication
12) If the setup is correct, the license information is shown as below.

Figure 50: Subsystem Page

[> Mltel | Provisioning Manager Logged in as: admin_rd About User Guide Site Map Logout
Users Services Administrators System Logs Own Settings
Location Subsystem D nagement Opticn Serve Config 1 Wizard Batch Operation
Subsystem Print All  Help
Add
O Subsystem Name i Subsystem Type “; WVersion <; Location % License Details <
0O G »# ® @ ABS MiVoice MX-ONE 6.2 Denver Traditional
Remove Print... View
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13) Goto Usertask and select for example first and the last user and check if the extension information
is correct.

14) Click in the pencil icon to change or magnifier to view the extension configuration.

Figure 51: User Change Service Summary

User - Change - samAccName100000

Apply Cancel

ETa Service Summary (S Ihle

Extension
(7) Assigned Extensions: Extension Number MiVoice MX-ONE
& ¢ R 100000 ABS
(7) Assign Existing Extension: Extension Number MiVoice MX-ONE
(7) Template For New Extension: <Select template> v|
(7) Add New Extension: Add...
Advanced...

Apply Cancel

Below the change page is shown for the extension 100000.
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Figure 52: User change extension page
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Extension - Change - 100000-MultiTerminal-ABS
Continue Cancel
General
(@ Mivoice MX-ONE: ABS
(7) Extension Number: 100000
(?) Description:
(7 Server Number: 1
(7) Extension Type: Multi-Terminal
(# Customer: MNone
(7) Common Service Profile: 2 - (Mone) ~
(# Phone Language: |Default V|
(7) Backup Answering Position Number: |
@) Allow Security Exception:
(?) Boss/Secretary:
(7) Home Area Code: |
(?) DECT Extension: Add...
(7) Mobile Extension: Add...
() 1P Extension: & % 100000
(7 SIP Remote Terminal: Add...
(2) SIP Auto-registered Terminal: Add...
(7) SIP DECT Terminal: Add...
Name Identity
(7) First Name: |HIDDUUU
(7 Last Name: |1UUUUU
Authorization Code
(7 Authorization Codes: Edit...
vy
Ring Signal
(7) Ring Signals: Edit...
Personal Number
(7 Personal Number List: Edit...
1: Profilel:Active
5: Profile5:5et
43
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15) Click in the pencil to change or magnifier to view the extension configuration.
Figure 53: User Change Service Summary
User - Change - samAccName122998
Apply Cancel
Service Summary [l
Extension
(7) Assigned Extensions: Extension Number MiVoice MX-ONE
Q & ® 122008 ABS
(7) Assign Existing Extension: Extension Number MiVoice MX-ONE
() Template For New Extension: <Select template> v|
(7) Add New Extension: Add...
Advanced...
Apply Cancel
16) Below the change page is shown for the extension 122998.
a4
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Figure 54: User Change Extension Page

45
165/1531-ANF 901 14 Uen E 2019-04-28



MIGRATING PROVISIONING MANAGER AND SERVICE NODE IMIANAGER

CHAPTER 4 SETUP
Extension - Change - 122998-IP-ABS
Continue Cancel
General
(7) MiVoice MX-ONE: ABS
(7) Extension Number: 122998
(7) Description:
(?) Server Number: 2
(7) Extension Type: IP
(7) Customer: MNone
(7) Common Service Profile: 2 - (Mone) ~
(7 Phone Language: |Defau|t V|
(7) Backup Answering Position Number: | |
(7) Allow Security Exception:
(7) Allow EDN: NO
(7) Boss/Secretary:
(7 Home Area Code: |
(@ Protocol: Os1p
®1p
(7) Free on Second Line: |Yes, but can be changed via terminal menu
Mame Identity
(7) First Name: | |
(7) Last Name: | |
Authorization Code
(7) Authorization Codes: Edit...
Ring Signal
() Ring Signals: Edit...
Personal Number
(7) Personal Number List: Edit...
Logged On Status
(?) Registered Phone Type: NOT REGISTERED
Function Keys
(#) Phone Type: | Other type ol
(@ Panel Type:
(7) Function Keys: Change...
46
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17) Go to Subsystem and perform a Service Node backup if it is required.

Figure 55: Service Node Backup Result

Subsystem

backup operation successiul tor:

s Subsystem Name: ABS

Add

[] Subsystem Name % Subsystem Type % Version < Location <& License Details %

N C /%X 4 ABs MiVioice MX-0ONE 6.2 Denver Traditional
Remove Print... View

18) Click in the Subsystem Name link to open Service Node Manager.

Service Node Manager

1)  Verify the Service Node Manager functionality.

Figure 56: Service Node Manager Main Page

D Mltel ‘ Service Node Manager Logged in as: administrator About User ( Site Map Logout

nitial Setup Number Analysis Telephony Services System Tools Logs

2)  Navigate in the tool and check if the configuration is correct.
3) InTelephony menu, click Groups and then Hunt Group
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Figure 57: Service Node Manager Hunt Group Page

D M'tel ‘ Service Node Manager Logged in as: administrator About User Guide

Initial Setup Number Analysis Te

Services System Tools Logs

o

Q
%

0
[1+]
M
m
.
M
T
3
[¥s]
5
M

a1 CIrErster all
xXensions Uiperaio Lall .en

Goun Dodiol hetah Hunt Group Shortcuts: | <Manage Shortcuts> ~| | Go...
Customer

Add Using Template: | <Default template> ~| Manage Templates

Hunt Group

Hunt Group Member (%) Enter Directory Number(s): |AII | View
Pickup Group Maximum rows per page
;

Directory Number “5; Server Number “%. First Name *; LastName “
120000
120001
120000
130001
130002
130003
130004
1200035
130006
130007
130008
120009
= 130010
Y By 130011

w

PPLLLPLLPLLLPRLPLLL
LTHRHDTRRRR R
AKX XX
Eadieagl ad Cadl Cad Cagh A Eadl Eadl Cadl Cadl a2
STV B S T U T S O L VA VA N

Ogoooooooooooood

If everything is correct, then start the migration.

Migration Process

If all the setup is working as desired, it is time to execute the migration. The procedure below just shows
the Virtualized system; however, the bare metal is quite similar. Instead of moving the server between
networks, the Ethernet cables must be changed between the switches ports (VLANS).

NOTE: If the old system is equipped with MGU boards and those need to be updated, load the new FW on
the MGU while the old system is in place and then activate the new FW from the old MX-ONE 5.0/6.x
system (board_sw command), when the activate command is sent and completed, wait for 30 seconds
and proceed with the Migration part 1.

Though it is not a mandatory step, but it saves time in the overall upgrade process. Because, while the
MGUs are installing the new software and rebooting, the MX-ONE migration can happen.

Migration Part 1

This phase starts the downtime period. Before starting the migration, the MX-ONEs have the following
settings:

o Current system
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Production network
IP address X.Y.66.30

Figure 58: MX-ONE 5.0 Production Network

vmware® vSphere Web Client #
Navigator X | (G5 MX-ONE 5.0-Service Node 1-3 | Actions ~
{ Home L] Getting Started | Summary | Monitor Manage Related Objects
J ﬁ | £ 8 g MX-ONE 5.0-Service Node 1-3
4 = Guest 05 SUSE Linux Enterprise 10 (32-bit)
' - Compatibility: ESXi 5.0 and later (WM version 8)
b @ VMware Tools: Running, version:3354 (Current)
DNS Name: MX}ONESOSN1
IP Addresses: 66.30
EBM View all 3 IP addresses
EBMXONE—SN‘I Launch Remote Console Host
(5 MXONE-SNZ Download Remate Console @ A
(s MXONE-SN3 :
* VM Hardware
» CPU 2 CPU(s), 71 MHz used
» Memory D 4096 MB, 163 MB memaory active
» Hard disk 1 58.50GB
» Metwork adapter 1 Met 66.0/24 (connected)
» Video card 4.00MB
» Other Additional Hardware
Compatibility ESXi 5.0 and later (VM version 8)
-
L New System
o Migration Network
J IP address X.Y.66.30.

Figure 59: MX-ONE 6.X Migration Network
A=

vmware* vSphere Web Client

(3 MXONE-SN2
(5 MXONE-SN3

' Navigator X | (5 MXONE-SK1 | Ations ~
4 Home D Getting Started I Summary | Monitor Manage Related Objects
J m | & 8 g MXONE-5H1
4 e Guest 05: SUSE Linux Enterprise 11 (54-bit)
bt Compatibility: ESXi 5.0 and later (VM version 8)
h @ Wiware Tools: Running, version:9354 (Current)
{53 MX-OMNE 5.0-Senice Node 1-3 DNS Name: MXONE-MMM-SN1
%MX-DNE 5.0-Senice Node 2-3 » IP Addresses: 66.30
{3 MX-ONE 5.0-Senvice Node 3-3 View al 5 IP addresses
Launch Remote Console Host:

Download Remote Console 0 &

> VM Hardware
r CPU 2 CPU(s), 119 MHz used
» Memory D 4096 MB, 245 MB memary active
» Hard disk 1 60.00 GB
v Metwork adapter 1 MigrationMetG6 (connected)
v Video card 32.00MB
v Other Additional Hardware
Compatibility ESXi 5.0 and later (VM version 8)
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Move the current system from Production network to the Shadow network.
1) Gotothe Virtual Machines for all Service Nodes server that compose the existing MX-ONE system
and assign them to the Shadow network. During this process, there is no telephony service.
Figure 60: Migrating MX-ONE 5.0 Networks
(1 MX-ONE 5.0-Service Node 1-3 - Edit Settings 2]

["u"il"tLJEll Hardware | VM Options | SODRS Rules | wApp Options |

» @ CPU ~| O
v R Memory
b (2 Hard disk 1 58.59375 (s |-

’ SC3l controller 0 LSI Logic Parallel

2 Metwark adapter 1 | Met 66.0/24 |-—| [+ Connected

S ICTCE —

MigrationhetG6

v o VMCI device

p Other Devices

» Upgrade

Shadowhethb

Show more netwarks...

2)  MX-ONE executes a data reload after the migration to the Shadow network is completed.

Figure 61: Environment After Migrating MX-ONE 5.0 Networks
VMware Infrastructure

Chassis Chassis Chassis l
with with with
MGLU 1 MGU 1 MGLU 1

Chassis Cha_ssis Chassis legacy legacy legacy
with with with Hw HW HwW

MGU 1A MGU 1A MGU 1A

MX-ONE MX-ONE MX-ONE MX-ONE MX-ONE MX-ONE

Service Service Service Service Service Sernvice

Node 1 Node 2 Node 3 Node 1 Node 2 Node 3
VM VM VM VM VM VM
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Migration Part 2

In this Migration Part 2 phase, do the following:
1)  Move the new system from Migration network to Production network.
2)  Goto the Virtual Machines that compose the MX-ONE system and move them across.
Figure 62: Migrating MX-ONE 6.2 to Production Network
(1 MXOMNE-SNA - Edit Settings (21 »

| Virtual Hardware | VM Options | SDRS Rules | vApp Options |

v [ CPU -~ 0
» @R M emory
» (3 Hard disk 1 B0 lee |+

’ SC3l controller 0 VMware Paravirtual

2 Metwork adapter 1 | MigrationMetGs |-| ] Connected

v [ video card

MigrationM et66
ST

p Other Devices
Met G6.0/24

¥ Upgrade

Shadowhetdb

Show more netwarks...

In the Virtualized system, this operation (migration part 1 and part 2) does not take more than two
minutes, but that depends of the number of servers that are part of the solution. Practically, this
took 1 minute and 10 seconds to migrate all 6 servers and the PC in the solution presented in this
document.
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Figure 63: MX-ONE 5.0 in the Shadow Network

(1 MX-OME 5.0-Service Node 1-3 - Edit Settings

| Virtual Hardware | VM Options | SDRS Rules uApprtinns]

_, K crPu 4 ~ O

» B Memory 6144 -~ | | MB -

» (2 Hard disk 1 |58.59375 =(ee |~
| 3 % SCSlcontroller0 L3I Logic Parallel

3 Metwork adapter 1 | ShadowMetds | v\| [+ Connected
| + [l Video card Specify custom settings =

b 52 VMCI device
| » Other Devices

» Upgrade [] schedule VM Compatibility Upgrade. ..
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Figure 64: MX-ONE 6.2 in the Production Network

(1 MXOMNE-SN1 - Edit Settings

[virtum Hardware | VM Options | SDRS Rules | vApp Options ]

» /@ crU 2 - @
» 0K Memory 4096 -~ || MB -
» (3 Hard disk 1 60 ~fleB |+

v &, SCSI controller 0 VMware Paravirtual

b Metwork adapter 1 [ Met B6.0/24 | vl‘| [ Connected
v [ Video card Specify custo

-
b o7 VMCI device
r Other Devices

¢ Upgrade [ ] Schedule VM Compatibility Upgrade. .

3)  MX-ONE executes a data reload after the migration to the Production network is completed.

Figure 65: Environment After Migrating MX-ONE 6.X Networks

VMware Infrastructure

with with with ogecy ooeey ogecy
MGU 1A MGU 1A MGU 1A

Down Time Phase

During the migration period down time occurs. The combined phase 1 and phase 2 duration is total time
that MX-ONE system is out of service (no telephony service).
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FINAL VERIFICATION
CHAPTER 4 SETUP

The total upgrade time in a customer when all the preparation was done in advanced can vary from a
matter of 10 minutes to an hour for a centralized system with 1-10 servers on VMware, depending on
size of MX-ONE system, number of MGUs involved and the number of SIP extensions.

NOTE: It depends of the customer infrastructure and the numbers above are average.

Final Verification

The following process narrates about the final verification steps:
1)  Execute all tests required in the new system.

- Verify that the MGUs (and associated end-points) are up and running and if all the SIP/IP
extensions are moved to the new system.

- Verify that all application interfaces are reconnected to the new system and working as per
normal - MiCollab AM (formerly One Box), MiContactCenter Enterprise, InAttend, MiCollab,
and so on.

2)  Maintain the old system in standby on the Shadow network until final acceptance date of the new
system.

- Keep the old system in the Shadow network for a particular time frame as customer wants.

- In case of a serious cutover/failure or serious problems found with the new system, the
Standby network brings back online with minimal downtime.

- Once the acceptance phase is completed, this network is shut down and dismantled.

3)  Perform backups in Service Node, Provisioning Manager, and Service Node Manager and transfer
them to a safe place.

4)  Keep all backup up to date.

5) Delete the old VMware snapshots, if they were created.
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