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1 General information \\Asc

1 General information

In the context of this document ASC represents ASC Technologies AG, its subsidiaries, branch
offices, and distributors. An up-to-date overview of the aforementioned entities can be found at
https://www.asctechnologies.com

ASC assumes no guarantee for the actuality, correctness, integrity or quality of the information
provided in the manuals.

ASC regularly checks the content of the released manuals for consistency with the described
hardware and software. Nevertheless, deviations cannot be excluded. Necessary revisions are
included in subsequent editions.

Some aspects of the ASC technology are described in general terms to protect the ownership
and the confidential information or trade secrets of ASC.

The software programs and the manuals of ASC are protected by copyright law. All rights on the
manuals are reserved including the rights of reproduction and multiplication of any kind, be it
photo mechanical, typographical or on digital data media. This also applies to translations.
Copying the manuals, completely or in parts, is only allowed with written authorization of ASC.

Representative, if not defined otherwise, is the technical status at the time of the delivery of the
software, the devices and the manuals of ASC. Technical changes without specified announce-
ments are reserved. Previous manuals lose their validity.

The general conditions of sales and delivery of ASC in their latest version apply.

Configuration virtualization - neo 6.x Rev. 13 4/59
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2 Introduction

This document describes:
* The configuration in VMs in VMware
» The installation of a neo server by means of VMware templates
» The installation of a neo servers by means of Google templates
» The configuration of VMs in HyperV

» Further configurations required for the operation of the EVOIPneo software in virtualized
environments

For information about the installation and configuration of Microsoft Windows refer to the re-
@| spective installation manual for system providers Configuration Windows Server 2012 R2, Con-
figuration Windows Server 2016 or Configuration Windows Server 2019.

In virtual environments, you can exclusively use network drives for archiving, import, and ex-
@ port of data. Internal or USB drives are not supported as performance issues may occur when
trying to access a drive that is no longer available.

Configuration virtualization - neo 6.x Rev. 13 5/59



3 System requirements \\Asc

3 System requirements

Exclusively install software approved by ASC!

@ For information about approved software refer to the current neo Integration Overview in the
ASC Partner Portal.

To be able to configure the virtualization in the application System Configuration, the customer-
specific license file must have been imported. For further information about licensing refer to the
administration manual System Configuration - License administration.

Virtual machines must not be cloned.

The volume IDs of the drives in Windows must be unambiguous in a virtual neo system. This
@ means that in a distributed neo system, the volume ID must not exist more than once. You can

run a query of the volume IDs in the Windows command line prompt by entering the command
MOUNTVOL /L.

ATTENTION!

neo is a near real-time application which cannot work with resource sharing. Therefore, all
VMware resources must be assigned exclusively to the virtual neo machines and drives must
be configured as Thick If this precondition is not fulfilled, loss of recordings is imminent!

For information about the system requirements for virtual environments refer to the installation
manual Installation requirements.

Configuration virtualization - neo 6.x Rev. 13 6/59
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4.2

VMware

For a virtualization, VMware Tools must be installed.

Compatible VMware features

VMware ESX/ESXi Server features

VM Templates (OVAs, OVFs)

Copy Virtual Machine

Restart Virtual Machine on Different ESXi Host
Resize Virtual Machine

Multiple Physical NICs and vNICs

VMware High Availability (HA)

VMware vNetwork Distributed Switch

VMware vMotion

Long Distance vMotion

VMware Storage vMotion

VMware Consolidated Backup (VCB)

VMware Data Recovery (DR, VDR)

VMware Snapshots

VMware Fault Tolerance (FT)

VMware vCenter Converter

VMware vShield

Virtual Appliance Packaging of UC apps
3rd-Party VM-based Backup Tools (e. g. Veeam, Viziocore, esXpress)
3rd-Party Physical To Virtual (P2V) Migration Tools
VMware Boot from SAN

All not-listed

" Downtimes are possible

2 No downsizing possible

% Only for OVFs provided by ASC

* Cloning VM with Windows installation (without neo) allowed

Compatibility
Partially ®
Partially *

Yes '
Yes "2
Yes
No
No
No
No
No
No
No
Yes
No
Yes
No
No
Yes
Yes '
Yes '

On request

1

Installation and configuration of a neo VM by means of a VMware template

The following recording architecture types may be installed and configured:

* neo VM with Core and DB

* neo VM with Core and external DB

* neo VM without Core and with DB

* neo VM without Core and without DB
For the installation and configuration, vCenter is used.
1. Open a browser and connect with the web interface of vCenter.
2. Click on vSphere Client (HTMLS) - partial functionality.

Configuration virtualization - neo 6.x Rev. 13

7159



4 VMware \Asc

vmware

Gefting Started For Administrators

lo access vephere, log m to: Web-Based Datastore Browser
wSphere Web Client (Flask) Use your webr browses to find and downkosad fles (for
vSphere Clent (HTMLS) - partial funciianality e exampie virtial machine and virtual disk files)

For nelp, see Browse datastares in ihe viphere mventory

wSphere Documenlation For Developers

vEphere Web Services SDK

Supportes Funclionality n vSphere Client (HTHLS)

Learn about our iatest S0Ks, Toolkds, and AP!s for

managing YMware ESKi and YMeare vConlor. Gel
sample code; reference documentation. paricipate in
our Forum DISCUSSInns, and visw our iatest Sessions.
and Webmars.

Learn mere aboul the Web Services SDK

Browse nbjerts managed by vSphere

Browse vSphere HEST APls

Dizamiead busted rool CA cerlificales

Fig. 1: vSphere Client (HTML5) - partial functionality

3. Inthe entry field User name, enter your e-mail address.

T VMware* vCenter” Single Sign-On

Password:

Fig. 2: Enter user name and password

4. In the entry field Password, enter your password.

5. Click on the button Login.

6. In the structure view, right-click on the directory where you would like to install your VM.
= A context menu appears.

7. Click on the entry Deploy OVF Template in the context menu.

Configuration virtualization - neo 6.x Rev. 13 8/59
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[ veenler ase do Summary Manitar Canfigure Parmissinng Hasts WME Datastares Nenworks
[ ueo atacenter
7 o 8 Total Proce: 12 cau s 37:41 Gvis
tl Rj;l 18 i“ Total vMotion Migrstions: 0
Hs Iy £ ——
141 Standaione 14 Actions - £745 fe
7 wzseesiod | 1] add Host
71 Mew Virtual Machine
Cubi W54 TH
Wi Deploy GVF Templats - Chster Consumers w
E [0 pan Datsconter
Shivaah . Customn Attributes .
Hest Brofies > Altsilzate Maluw
Edit Defaut VM Compatioity
Ctegery Prescsiptian
s Assian License..
Rocent Tasks  Alam|  587IN9% ¥
Stams Renams. = Ser Tasi Mame: ~ | Tamger ~ | Quewed Far v | SamTime | ~ | Compleion Time
g Tags & Customn Altributes L, Lnregister vty T . 05272019, 45305 05272019, 15505
¥ Gom me: t e ) ascmrEs s i =
S i . == Power Off e 5 0527/2019, 15854 05/27/2019, 15855
o Complats B t v = O ASC-AER ame . i
Al | wWare Tesks
Fig. 3: Deploy OVF template
8. Activate the option Local file.
Deploy OVF Template
1 Select an OVF template Select an OVF template
2 Select a name and folder Select an OVF template from remote URL or local file system
3 Select a compute resource
4 Review details Enter a URL to download and install the OVF package from the Internet, or browse to a
5 Select storage location accessible from your computer, such as a local hard drive, a network share, or a
6 Ready to complete CD/DVD drive.
O urL
@ Local file
Browse... | No files selected.
A Select a template to deploy. Use multiple selection to select all the files associated with an X
OVF template (.ovf, .wmdk, etc)
CANCEL
#
Fig. 4: Select OVF template
9. Click on the button Browse.
= The following window appears:
9/59
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Deploy OVF Template

1 Select an OVF template

2 Select a name and folder
3 Select a compute resource
4 Review details

5 Select storage

6 Ready to complete

Select an OVF template

Select an OVF template from remote URL or local file system

Enter a URL to download and install the OVF package from the Internet, or browse to a

location accessible from your computer, such as a local hard drive, a network share, or a

CD/DVD drive.

QurL
® Local file
Browse, No files selected.
@ File Upload x
« - 4 « neo > Templates » Vorlage_Neo_Snv2016 Typ 10 Base 6.0 v B | “Vorlage_Neo_5r2016 Typ 10.. 0
Organisieren = Meuer Ordner ~ [ 0
Setup Narme . Anderungsdatum Typ GroBe
Templates | ] Vorlage_Nec_Srv2016 - Typ 10 - Base 6_0.mf 14.03.2019 08:39 MF-Datei 1KB
OVA Export ¢ Vorlage_Mee_Srv2016 - Typ 10 - Base 6_0.ovf 14.03.2019 08:05 Open Virtualizatio... 12 KB
Vorlage_HyperV_lohann ° Vorlage_Neo_S5rv2016 - Typ 10 - Base 6_0-1wmdk  14.03.2019 08:39 Virtual Machine Di... 20.265.499 ..,
Vorlage_Neo_Srv2016 Typ 10 Base 5.3 - Vorlage_Neo_5rv2016 - Typ 10 - Base 6 0-2vmdk  14.03.2018 08:05 Virtual Machine Di... 14.446 KB
Vortage_Neo_Srv2016 Typ 10 Base 6.0 N Vorlage_Neo_Srnv2016 - Typ 10 - Base 6_0-3wmdk  14.03.2019 08:05 Virtual Machine Di... 12.942 KB
Vorlage_Meo_5r2016 Typ 10 Base 6.0 - cust
¥ Mivoice MX-ONE 6.2 SP1HF2 Virtual Applia
tools
Testdaten
tmp 3
Dateiname: |"Vorlage_Neo_Srv2016 - Typ 10 - Base 6_0.mf" "Vorlage_Neo_Srv2016 - Typ 10 - Base 6_0.ovf" "Vor ~ ‘ All Files (**) ~
Fig. 5: Select OVF template
10. In the structure view, click on the directory with the neo installation files.
11. Select all files in the structure view.
12. Click on the button Open.
13. Click on the button NEXT.
Configuration virtualization - neo 6.x Rev. 13 10/59
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Deploy OVF Template

1 Select an OVF template

2 Select a name and folder
3 Select a compute resource
4 Review details

5 Select storage

6 Ready to complete

Select an OVF template
Select an OVF template from remote URL or local file system

Enter a URL to download and install the OVF package from the Internet, or browse to a
location accessible from your computer, such as a local hard drive, a network share, or a
CD/DVD drive.

O urL

® Local file

5 files selected.

CANCEL NEXT

F
Fig. 6: Select OVF template
14. Enter a name in the entry field Virtual machine name.
Configuration virtualization - neo 6.x Rev. 13 11759
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Deploy OVF Template

+ 15Select an OVF template
3 Select a compute resource
4 Review details
5 Select storage

6 Ready to complete

Select a name and folder

Specify a2 unique name and target location

Virtual machine name:  ASC-AIO-189

Select a location for the virtual machine.

~ [ vcenter.asc.de

v R&D Datacenter

>

>
>
>
>
>
>
>
>

[T Discovered virtual machine
[ linked clones Vorlagen

I MED

[ R&D

£scsl

[]ST&R

[ Standalone

[ Templates

[ zum l&schen

CANCEL BACK NEXT

F
Fig. 7: Select name and folder
15. Select a storage location for the virtual machine.
16. Click on the button NEXT.
17. Select the computing resource.
Configuration virtualization - neo 6.x Rev. 13 12/59
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Deploy OVF Template

+ 15elect an OVF template
+ 2 Select a name and folder
4 Review details
5 Select storage

6 Ready to complete

Select a compute resource
Select the destination compute resource for this operation

v R&D Datacenter
> R&D
v [ sT&R
[ 1921685118
> Standalone
> [ 1921685104

Compatibility

v Compatibility checks succeeded.

CANCEL BACK NEXT

F
Fig. 8: Select computing resource
18. Click on the button NEXT.
19. Click on the button NEXT.
Configuration virtualization - neo 6.x Rev. 13 13/59
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Deploy OVF Template

+ 15Select an OVF template Review details
+ 2 Select a name and folder Verify the template details.

+ 3 Select a compute resource

4 Review details

5 Select storage Publisher No certificate present
6 Select networks i
Product MNEO - Base Installation
7 Customize template
8 Ready to complete Version 5.3.0
Description [Werantwortlicher] Schillinger [Betriebsystem] Windows Server 2016 [IP]

-- [Kommentar] Vorlage fir Neo Template (extern)
Download size | Unknown
Size on disk Unknown (thin provisioned)

270.0 GB (thick provisioned)

CANCEL BACK NEXT

Fig. 9: Check details

20. For Select virtual disk format, select the required format for the VM from the drop-down list.

Configuration virtualization - neo 6.x Rev. 13
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Deploy OVF Template

+ 15elect an OVF template Select storage

+ 2 Select a name and folder Select the storage for the configuration and disk files

+ 3 Select a compute resource

+ 4 Review details [

5 Select storage

Select virtual disk format:  Thin Provision ~
6 Select networks
7 Customize template VM Storage Policy: Datastore Default v
8 Ready to complete Name Capacity Provisioned Free Tve
E local-ns 108 TB 298 TB 922 GB vh "
B vio-sos 9022 GB 171 GB 731 GB NF
= vm-o 146 TB 43564 GB 116 TB Vi
SRV YE 15TB 979 MB 15TB Vi
E vm-10 146 TB 153.52 GB 1.3 TB Vi
B vmn 146 TB 1,011.47 GB 616.48 GB Vi
B vm12 146 TB 47537 GB 1B Vi
B vma 146 TB 980 MB 146 TB Vi
< > v
Compatibility

v Compatibility checks succeeded.

CANCEL BACK NEXT

Fig. 10: Select storage location

21. Select the storage location for the VM storage policy.
22. Click on the button NEXT.

23. In the field Destination Network, select the required format for the DMZ2 network from the
drop-down list.

Configuration virtualization - neo 6.x Rev. 13 15/59
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Deploy OVF Template

+ 15elect an OVF template Select networks

+ 2 Select a name and folder Select a destination network for each source network.

+ 3 Select a compute resource
+ 4 Review details Source Network T  Destination Network T

+ 5 Select storage DMZ2 DMZ2 A

6 Select networks

7 Customize template

1items

8 Ready to complete
IP Allocation Settings

IP allocation: Static - Manual

IP protocol: IPv4d

CANCEL BACK NEXT

Fig. 11: Select networks

24. Click on the button NEXT.
25. Complete all required fields.

Configuration virtualization - neo 6.x Rev. 13 16 /59
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+ 4 Review details
+ 5 Select storage

+ 6 Select networks

8 Ready to complete

Deploy OVF Template

+ 15elect an OVF template

+ 3 Select a compute resource

7 Customize template

Ll
Customize template
+ 2 Select a name and folder Customize the deployment properties of this software solution.
l @ All properties have valid values 4
Uncategorized 20 settings
INSTALLUSER Asc-User
NEOLANGUAGE en_US;de_DE
IP-address 192.168.171.189
INSTALLPATH Wrd-nas2\neo\Setuph6.0.C
NEOMODE I AllinCne ~
DEPORT port of database server
DETYPE for external do only
I Postgres |«
DNSSERVER 192.168.168.1
—— e —— - N
CANCEL BACK NEXT
#

Fig. 12: Adjust template

The following parameters are available:

Parameter
INSTALLUSER
NEOLANGUAGE
IP-address
INSTALLPATH

NEOMODE

DBPORT

DBTYPE

Description

Enter the user to access the installation path.

Enter the languages to be installed for neo, en US;de DE.
Enter the IP address of the network.

Enter the path to the neo installation files. The path must not contain
more than one ISO file. The ISO file is used automatically for the setup.

From the drop-down list, select one of the following options:
* AlllInOne = neo-VM with Core and with DB
» external db = neo-\VM with Core and with external DB
» without core = neo-VM without Core and with DB
» without core/db = neo-VM without Core and without DB

Enter the value 7433 for MSSQL Standard.
If a Named Instance is used, enter the differing port.
Enter the value 5432 for POSTGRES.

This information is not required for NEOMODE AllInOne or for without
core.

From the drop-down list, select one of the following options:
» Postgres
« MSSQL

This information is not required for NEOMODE AlllnOne or for without
core.

Configuration virtualization - neo 6.x Rev. 13
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Parameter
DNSSERVER
AIPADDRESS

DBINSTANCE

POSTGRESHOST

INSTALLPASSWORD
COMPUTERNAME

DBUSER

DEFAULTNTP

CLUSTERID

DBIP

default gateway
netmask
DBPASSWORD

(asc

Description
Enter the IP address for the DNS network.
Enter the IP address for the AIP (Core).

This information is not required for NEOMODE AllInOne or for external
db.

If you use MSSQL and Named Instance, enter the name of the Named
Instance. If no information is entered, the ASC default is entered.

This information is not required for NEOMODE AlllnOne or for without
core.

Option:
Enter the IP address for the DB which requires remote access (e. g.

with remote recorder). You can create several IP/Netmasks separated
by semicolons. The format IP/Netmask is mandatory.

Enter the password to access the installation path.
Option:
Enter the computer name. Observe Microsoft’s conventions!

Enter the external DB user. If no information is entered, the ASC de-
fault is entered.

This information is not required for NEOMODE AllInOne or for without
core.

Option:

Enter the IP address for the NTP server of neo.

Option:

Enter the cluster ID.

The server name is entered as default ID here. For All-in-One systems
you can apply this ID.

If you set up a multi-server system with several application servers, you

must replace the default ID for all application servers with another arbi-
trary cluster ID which is identical for all application servers.

Enter the IP address for the external DB.

This information is not required for NEOMODE AllInOne or for without
core.

Enter the IP address for the network.
Enter the IP address for the network mask.

Enter the password for the external DB. If no information is entered, the
ASC default is entered.

This information is not required for NEOMODE AllInOne or for without
core.

26. Click on the button NEXT.
27. Click on the button FINISH.

Configuration virtualization - neo 6.x Rev. 13
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Deploy OVF Template

1 Select an OVF template

2 Select a name and folder
3 Select a compute resource
4 Review details

5 Select storage

6 Select networks

AT T T T TR R

7 Customize template

& Ready to complete

Ready to complete

Click Finish to start creation.

Provisioning type

Mame

Template name

Download size

Size on disk

Folder

Resource

Location

Storage mapping

All disks

Network mapping

DMZ2

IP allocation settings

IP protocol

IP allocation

Deploy from template

ASC-AIO-189

Vorlage_MNeo_Srv2016 - Typ 10 - Base 6_0
Unknown

2700 GB

ST&R

192.168.5.118

local-18
Datastore: local-118; Format: Thick Provision Lazy Zeroed

DMZ2

IPV4

Static - Manual

CANCEL - FINISH

Fig. 13: Ready to finish

28. The successful completion of creating the VM is displayed in the table.

© & ASC-AIO-189
Summary Manitar
L2l 192188.5.118
714 MSSQL 2014
44 Carel - Biam
£ 10 45 Corez - Hiom Laurl

48 Red - Blom aunch
Rec2 - Biom
I 171.80 OSCC - Mani
I ASC-AIC-1ED

WM Hardware
B STR-TIOA-CEHZ.

£ STR-71043-5Ma-W
I STRA71205-CG for.

Related Chjects

Ciuster
T STRATI205-CG (1)
. Host
Metworks
Storage
Recent Tasks Alarms
= Target ~ | Hrans

Canfigure Permissions

Guest 05

Pavwer Onvamual mechine 1 ASC-MI0-88

Inmakze powanng On [3 ReamsD Datacenter

ASC\HeinDet

ASCAHemDd

[ Rl
Fig. 14: VM creation completed

192168.5118

Datastores Networks
A
Microsclt Windows Server 2012 (B4-bit) B CPU USAGE
=
1 01368
£ A newer version of WMwane Tools Is svalabie for this virtusl machine BigrEdE My
e Hares -
S
IKemmentar] Worlage f0r Meo Tamplate (extam)
Edit Motes..
Custam Attnbutes e
At value
wdcanhg -
w
= | Guaied Far s T L ~ S -
Ims 052812019, 63759 AM 05202018, 500 AM  voemetescde
Imeg 05/20/2019, 63759 AM 0542002018, 537,59 AM vcemerassde

29. In the structure view, right-click on the directory where you have created the new VM.

Configuration virtualization - neo 6.x Rev. 13
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= A context menu appears.

30. Click on the entry Power > Power On in the context menu.

[ 192.166.5.18

T4 171.4 MSSOL 2044
T 17144 Carel - B P
2 3]
&,

Core?-H
& 48 Reci - B¢
fp s
% 17180 OSCC- M
I AsC-Alo-1ED

B Datenhans - HG

0 Recz - B}

L

Eh str-nosiecnl 5
£ STRAITI0A1-CGH
1 STR-I71043-5Mr
' STR-71205-CGl
T STR71205-CG

> @
»
tw
Recent Tasks Alarmis

.

@ ASC-AIO-189 | acrions
Summary Manitar Canfigure Permissiong Diatastores Metwarks
)\
Guest OS] Microscft Windows Senver 2012 (54-bit) CPU USAGE
Compatinny O 0O Hz
VhMware Tooks &
Poweted OFF MM 5E
et ]
OME Nama B
’ ASCAKIIEE 7 Addrisses = :
o » |8 momarin i 32026B
Guest 05 LR}
Snapshots T
e Nates o~
Cpen Remote Console -3
Miarate... ™
v v ar] Varlage fir Neo Templete [extem)
= Edlt Motes.
Faut Talerance .
WM Palicles S Custam Attributes A
Temglate .| e Attt Value
Compatibility " xdCantio =
it Settnes.. om vmwere vip |5 prolecies
e i com vmwese vHpE o o by @
tanama b
Gusised Far v San T 4 ~ S -
Edit Notes.
1ags & Custom Attmbutes .
A Permissian
FRernane from Inventary
>

Detebe from Disk

Fig. 15: Power on

Wars Tesis

31. The configurations script is started automatically.

32. Click on the small VM window to see the progress of the configuration.

= The VM is displayed in a separate tab.

- 1 sT8R
L2l 192188.5.118
1714 MSSOL 2014
=

171 44 Carel - Bim

4B Recl - Blom
7150 Rec2 - Biom

I 171.80 OSCC - Mani

I ASC-AIC-1ED

B Batenhans - HE (S
i sTR-o0nT

5 STRTI041-C

B STR-I71045-5Me-W_

I STRA71205-CG for.
T STRATI205-CG (1)

Alarms

Recent Tasks

Teah Mawnir

Paswer On vl mechine ]

Inmakze powanng On

= [

G ASC-AIO-189

ACTIONS

Summary Manitar Canfigure Permissions Datastores Metwarks
)\
Guest 0% M P USAGE
Compationty: =5 0 0 Hz
WMwars Tocks Mol r
rex ;
NS Hame . OB
2y _ STORAGE USAG
Host 192168.5.18 E:
o e 1 01368
i @ AN
£ A newer version of WMwane Tools Is svalabie for this virtusl machine
Wt Hardware ¥ Naotes -
Related Chjects n
= IKemmentar] Worlage f0r Meo Tamplate (extam)
Ciuster Bl srar
Edit Motes..
Hast T s s
Custom Attributes >
Networks MZZ
B At value
Storage
®AGag w
w
w | s = | Guaied Far v man v L ~ S -
SC-A10-189 « Compleied Ims 05/20/2019, £37.58 AM 05/28/2019, £.36:00 &AM
[E RéamraD Daacenter v Comy ASCAHemDd Ime 05/28/2019, 637.59 AM 05/20/2019, €.37.59 AM
wars Tagks

Fig. 16: Display VM in a separate tab of the browser
33. Change to the tab VM in the browser.

34. During the configuration, the VM is restarted several times automatically.

Configuration virtualization - neo 6.x Rev. 13
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35. Upon completing the basic configuration, the VM is switched off automatically.

ASC-AIO-189 Enforce US Keyboard Layout View Fullscreen Send Ctrl+Alt+Delete

The console has been disconnected. Close this window and re-launch the console to reconnect.

Fig. 17: VM switched off automatically
36. Close the tab VM.

37. In the structure view, right-click on the directory where you have created the new VM.
= A context menu appears.

38. Click on the entry Power > Power On in the context menu.

wvm  vSphere Chent Meniu

0 E I 8 @ ASC-AIO-189

summary  Maonitor  Configure

<

Fig. 18: Power on

39. Click on the small VM window.
= The VM is displayed in a separate tab.
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40. Change to the tab VM in the browser to configure Windows.
41. Select the respective language from the drop-down lists.

ASC-AlO-189 Enforce US Keyboard Layout | View Fullscreen [ Send Ctrl+Alt+Delete

Hi there

Let’s get a few basic things out of the way.

What'’s your home country/region?

United States v

What's your preferred app language?

English (United States)

What keyboard layout would you like to use?

us

Fig. 19: Select language

42. Click on the button NEXT.
43. Enter the Windows product key.

ASC-AIO-188 Erforoe US Keyboard Layout 1 View Fullsoreen | Send Crl-AfttDelata

Ilt's time to enter the product key

Type your ey below. When you connect to the Intemet, the product key will be sent to
Micros = Windows,

Enter the product key

It laoks similar to

Fig. 20: Enter Windows product key
44. Click on the button NEXT.

45. Click on the button Accept to accept the license terms.
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Erforce US Keybeare Layout 1 View Fullscreen § Send Ciri-al+Delata

License terms

IMPORTANT NOTICE {followed by LICENSE

Diagnostic and Usage Informati
) ilation, upgrad

Choice and Contn
diagnostic and usa

MICROSOFT SOFTWARE LICENSE TERMS

MICROSOFT WINDOWS SERVER 2016 STANDARD AND DATACENTER

updates,

A,

Fig. 21: Accept license terms

46. In the field Password, enter the password for the local administrator.

47. In the field Reenter password, enter the password again.

ASC-AlO-189 Enforce US Keyboard Layout View Fullscreen Send Crl+Alt+Delete

Customize settings

Type a password for the built-in administrator account that you can use to sign in to this computer.

User name

Reenter password

Fig. 22: Enter password for local administrator

48. Click on the button Finish.
49. Click on the button Send Ctrl+Alt+Delete.
50. Enter the password for the local administrator and press the Enter key.

= The last adaptions are made before the window Neo version installed successfully -
press button for reboot appears.
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51. Click on the button Reboot VM to finish the configuration.

y

ASC-AIO-188 Erforoe US Keyboard Layout 1 View Fullsoraen | Send Crl-aft+Delata

Neo version installed succesfully

press button for reboot

Fig. 23: neo version installed successfully

52. Close the tab VM.

Configuration vNetwork standard switches

The following chapters of this document describe the configuration of vSwitches for VMware
ESXi servers by means of the VMware vSphere client or the VMware vCenter client. The config-
uration is necessary to guarantee that the ASC software functions correctly if it is supposed to
be used in an ESXi-hosted virtual network.

This document merely covers the basic configuration of the vSwitches of the VMware ESXi soft-
ware and not the basic installation or configuration of the VMware ESXi software in general.
Neither the installation nor the configuration of the VMware vSphere Client and the VMware
vCenter client are part of this document. This information can be found in the manufacturer doc-
umentation Manual for the server configuration for ESXi.

vNetwork standard switches are abstract network devices which fulfill the following tasks in a
VMware ESXi-hosted virtual network:

« Control of the data traffic between virtual machines and external physical networks
« Control of the data traffic between virtual machines

» Combination of the bandwidth of several network adapters

» Distribution of the data traffic of several network adapters

» Mapping of failover scenarios in physical network adapters

» Substitution of a physical ethernet switch

When two or more virtual machines have been connected to the same vSwitch, the network
data transfer between these virtual machines is controlled locally. When an uplink adapter is
connected to the vSwitch, any virtual machine can access the external network that the adapter
is connected to. In order to emulate the connection of the ASC software to a physical network
best possible, two vSwitches have to be created. One for the administration of the ASC soft-
ware and the ESXi server as well as another for the purpose of passive recording.
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The following paragraphs of this chapter describe the setup of the vSwitches if the ASC soft-
ware is supposed to be used in a VMware ESXi-hosted network.

@| For more information about the switch configuration refer to the administration manual Configu-
ration switch for passive VoIP recording.

4.3.1 vSphere client

4311 Create vSwitch for administration

For communication with the ASC software for configuration and maintenance purposes a sepa-
rate vSwitch is required which is created as follows:

1. Log into the vSphere Client and click on the host in the inventory list window.
2. Click on the tab Configuration.

(%) 192.168.1.63 - vSphere Client 18] x|

File Edit View Inwentory Administration Plug-ins Help

a E ‘@ Home b gF Inventory b [ Inventory
& @

[@ [192.166.1.63

localhost.localdomain ¥YMware ESXi, 4.0.0, 171294

Started Summary " wirku tion | Perfarmance Configuration ]
Hardware View: | Virtual Switch
Health Stabus Networking Refresh  Add Metworking.,,  Properties...
Processors
Memory wirtual Swikch: vSwitch( Remove... FProperties. .
Storage

Virtus| Machine Part Group Physical Adapters

Licensed Features

Tirme Configuration

DS and Routing

Wirtual Machine StartupShutdown
Wirtual Machine Swapfile Location
Security Profile

System Resource Allocation
Advanced Settings

Recent Tasks

Fig. 24: vSphere Client (example)

3. Click on the menu item Networking.
4. Select the view Virtual Switch.

5. Click on Add Networking.
6

v Metworking C3 WM Network T E@ vmnico 1000 Ful B2
Storage Adapters 20 virkual machineis)
Metwork Adapters kel Port
Advanced Settings £ Management Network Q.
wmkl t 192,168,1,63
Software

Wirkual Swikch: vSwitch1 Remove... Properties...

Virtual Machine Port Group Physical Adapters
3 M Network IT X EE) wronic3 10 Half ]
[ |1 wirtual machine(s)

Windows 2003 Server 32-bit Engli

Accept the default connection type Virtual Machine and click on the button Next.
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dd Network Wizard b 10l =l

Connection Type
Metworking hardware can be partitioned to accommodate each service that requires connectivity,

Connection Type

Metwork Access Connection Types
Connection Settings
Summary ' yirtual Machine

Add a labeled network to handle virtual machine network traffic,

" yMkernel

The ¥Mkernel TCPJIP stack handles traffic For the Following ESXi services: YiMware WMotion, iSCSI, MNFS,
and host management.

Help | = Back

Fig. 25: Add virtual machine

Cancel |

4

7. Activate the option Create a virtual switch and the assigned physical adapters which are
supposed to be connected to this vSwitch.

dd Network Wizard b 10l =l

Yirtual Machines - Network Access
Wirkual machines reach networks through uplink adapters attached to virtual switches,

Connection Tvpe Select which wirtual switch will handle the network traffic For this connection. You may also create a new virbual switch
MNetwork Access using the unclaimed network adapters listed below,
Connection Settings
Summary & Create a virtual switch Speed Metworks
vV E@ vmnict dowin Mone
[ E@ vmnicz dowin Mone
' Use vSwitcho Speed Metworks
BB wmnico 1000Ful  192.168.1.1-192.168.1.254
" Use vSwitchi Speed Metworks
[ R 10 Half 192.62.62.62-192.62.62.62
Previgw:
Wirtual Machine Part Group Physical Adapters
Wirtual Machine Metwork. g E@ vmnicl

Help | = Back | Mext = I Cancel |

Fig. 26: Create a virtual switch (example)

8. Click on the button Next.

9. Inthe entry field Network Label, enter a term for the port group to be created (e. g. VM Net-
work [).
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) Add Metwork Wizard 10l =l

¥irtual Machines - Connection Settings
Use network labels to identify migration compatible connections common ko bwo or more hosts,

Connection Type Port Group Properties
Mebwork Access
Connection Settings Metwark Label: IVirtuaI Machine Metwork
Summary YLAN ID (Optional): [ =1
Previgw:
Wirtual Machine Part Group Physical Adapters
Wirtual Machine Metwork. g E@ vmnicl

Help | = Back | Mext = I Cancel |

4
Fig. 27: Enter network label (example)
10. Click on the button Next.
11. Verify that the vSwitch has been configured properly.
(%] Add Network Wizard =10 =|

Ready to Complete
Werify that all new and modified virtual switches are configured appropriately,

Connection Type Host networking will include the Following newe and modified vSwitches:
Mebwork Access s
Connection Settings
Summar Wirtual Machine Part Group Physical Adapters
i Wirtual Machine Metwork. g BB vmnicl

Help | = Back | Einish I Cancel |

4

Fig. 28: Configuration ready to finalize (example)

12. Click on the button Finish.

When all configuration steps mentioned above have been concluded, the vSwitch has been cre-
ated successfully and is ready for enhanced configuration.
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4.3.1.2

Configure vSwitch for administration

For the new vSwitch for administration to be used with the ASC software, the following configu-
ration steps have to be carried out:

1. Click on the Properties of the corresponding vSwitch.

2. Click on the configuration vSwitch.

"-T vSwitchD Properties i |EI|1|
Parts |Netw0rk Adapters I
Configuration | Summary | [ e ST
T wawitch 56 Parts | Mumber of Ports: 56
g WM Network T Virtual Machine ...
g Management Met... YMotion and IP ... —Default Policies
Security
Promiscuous Mode: Reject
MAC Address Changes: Reject
Forged Transmits: Reject
Tralffic Shaping
Average Bandwidth:
Peak Bandwidth:
Burst Size:
Failover and Load Balancing
Load Balancing: Part ID
Metwork Failure Detection: Link Status only
Motify Switches: es
Failback: Yes
Active Adapters: srnicll
Standby Adapters: Mone
Unused Adapters: Mone
Add... Edit... Remove
Help
Fig. 29: Edit vSwitch (example)
3. Click on the button Edit.
4. Click on the tab Security.
(<) ¥SwitchO Properties 5[
Traffic Shaping | NIC Teaming |
[ Policy Exceptions
Promiscuous Mode: |Rejett d
MAC Address Changes: |Rejett :]
Forged Transmits: |Reject =]
| oK I Cancel | Help |

Fig. 30: Define policy exceptions

5.  From the drop-down list, select the parameter Reject for the following options:

* Promiscuous Mode
* MAC Address Changes
* Forged Transmits
6. Click on the button OK.
7. Verify the configuration.
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SwitchO Properties ] _1al =l

Parts |Netw0rk Adapters I

| —wSwitch Properties

Configuration | Summary
:ﬁ wSwitch 55 Parts :| Mumnber of Parts: 56
WM Network T Virtual Machine ...
g Management Met... YMotion and IP ... —Default Policies
Security

Promiscuous Mode: Reject
MAC Address Changes: Reject
Forged Transmits: Reject

Tralffic Shaping
Average Bandwidth: -
Peak Bandwidth: =
Burst Size: e

Failover and Load Balancing

Load Balancing: Part ID
Metwork Failure Detection: Link Status only
Motify Switches: es

Failback: Yes

Active Adapters: srnicll
Standby Adapters: Mone

Unused Adapters: Mone

Add... Remove

Close Help

Fig. 31: Verify vSwitch configuration (example)

8. Select the respective virtual network which you have created in one of the previous configu-
ration steps.

SwitchO Properties ] _1al =l

Parts |Netw0rk Adapters I

| v

—Paork G P i
Configuration | Summary | Sl R e
@ vSwitch 56 Ports Mebwork Label: WM Metwork I
Y Metwark I virtual Machine ... | YLAN ID: Maone

Management Met... YMotion and IP ...

—Effective Policies

Security
Promiscuous Mode: Reject
MAC Address Changes: Reject
Forged Transmits: Reject

Tralffic Shaping
Average Bandwidth: -
Peak Bandwidth: e
Burst Size: &5

Failover and Load Balancing

Load Balancing: Part ID
Metwork Failure Detection: Link, Status only
Motify Switches: es
Failback: Yes
Active Adapters: wnicl
Standby Adapters: Mone
Add... Edit... Remove Unwsed Adapters: Maone :I

Fig. 32: Edit VM Network | (example)

9. Click on the button Edit.
10. Click on the tab Security.
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4.3.1.3

(<) ¥M Network I Properties X

General k;Sogxﬂt\anI Traffic Shaping | NIC Teaming |

Policy Exceptions
Promiscuous Mode: m IReject d
MAC Address Changes: u IRejgct d
Forged Transmits: I~ |reject =]

Fig. 33: Define policy exceptions

11. From the drop-down list, select the parameter Reject for the following options:
* Promiscuous Mode
* MAC Address Changes
* Forged Transmits

12. Click on the button OK.

When all mentioned configuration steps have been carried out successfully, the ASC software
can be configured via this interface.

Create vSwitch for passive recording

For passive recording by means of the ASC software, a separate vSwitch is required which is
created as follows:

1. Log into the vSphere Client and click on the host in the inventory list window.

2. Click on the tab Configuration.

(%) 192.168.1.63 - vSphere Client =8l

File Edit Yiew Inventory Administration Plug-ins Help

E ‘@ Home b gF Inventory b [ Inventory

. 3
& &
E 192.168.1.63 localhost.localdomain ¥Mware ESXi, 4.0.0, 171294
[Ee tarted  Summary Wit i tion | Perfarmance Configuration
Hardware view: | Virtual Switch
LAt e Networking Refresh  Add Metworking.,.  Properties...
Processors
Mamary wirtual Switch: wSwitcha Remove...  Properties...
Storage Virtual Machine Port Group Physical Adapters
v Networking L3 WM Netwark T @ B vronic 1000 Full | (2
Storage Adapters 20 wirkual machinels)
Metwork Adapters Vhketmel Port
Advanced Settings £ Management Netwark e
wmkd t 192,168,1,63
Software
Licensed Features .
wirkual Switch: vSwitchl Remove...  Properties...
Time Configuration
Virtusl Machine Pont Group Physical Adapters
DHS, ahd Rodlting 3 UM Network IT 8. BB vonic3 10 Haf 2
Wirtual Machine StartupShutdawn 1|1 virbual machine{s)
Wirtual Machine Swapfile Location Windows 2003 Server 32-bit Engl
Security Profile
System Resource Allocation
Advanced Settings
Recent Tasks x

Fig. 34: vSphere Client (example)

3. Click on the menu item Networking.
4. Select the view Virtual Switch.
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5. Click on Add Networking.
6. Accept the default connection type Virtual Machine and click on the button Next.

[ Add Network Wizard

=gl x|
Connection Type
Metworking hardware can be partitioned to accommodate each service that requires connectivity,

Connection Type
Metwork ficcess Connection Types
Connection Settings o o .
Summary Yirtual Machine

Add a labeled network to handle virtual machine network traffic,

" yMkernel
The ¥Mkernel TCPJIP stack handles traffic For the Following ESXi services: YiMware WMotion, iSCSI, MNFS,
and host management.
Help | = Back Cancel |
4

Fig. 35: Add virtual machine

7. Activate the option Create a virtual switch and the assigned physical adapters which are
supposed to be connected to this vSwitch.

[ Add Network Wizard o =]

Yirtual Machines - Network Access
Wirkual machines reach networks through uplink adapters attached to virtual switches,

Connection Type
Network Access
Connection Settings

Select which wirtual switch will handle the network traffic For this connection. You may also create a new virbual switch
using the unclaimed network adapters listed below,

Summary & Create a virtual switch Speed Metworks

B vmnict down Mone

¥ BB vmricz dowin Mone
" Use v5Switcho Speed Metworks

[~ E@ vmnico 1000Ful  192.168.1.1-192.165.1.254
" Use vSwitchi Speed Mebworks

BB wmnics 10 Half 192.62.62.62-192.62.62.62
Preview:

Wirtual Machine Port Group
Wirtual Machine Metwork.

Physical Adapters

e

E@ vmnicz

Help |

= Back | Mext = I

Cancel |

Fig. 36: Create a virtual switch (example)

8. Click on the button Next.

9. Inthe entry field Network Label, enter a description of the port group to be created (e. g.

VM Network II).
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) Add Network Wizard =lalx|

¥irtual Machines - Connection Settings
Use network labels to identify migration compatible connections common ko bwo or more hosts,

Connection Type Port Group Properties
Mebwork Access
Connection Settings Metwark Label: IVirtuaI Machine Metwork
Summary YLAN ID (Optional): [ =l
Previgw:
Wirtual Machine Part Group Physical Adapters
Wirtual Machine Metwork. g BB vmnicz

Help | = Back | Mext = I Cancel |

4
Fig. 37: Enter network label (example)
10. Click on the button Next.
11. Verify that the vSwitch has been configured properly.
(=) Add Metwork Wizard =10] x|

Ready to Complete
Werify that all new and modified virtual switches are configured appropriately.

Connection Type Host networking will include the Following new and modified vSwitches:
Mebwork Access Bl
Connection Settings
Summar Wirtual Machine Part Group Physical Adapters
i Wirtual Machine Metwork. g E@ vmnicz

Help | = Back | Einish I Cancel |

4

Fig. 38: Configuration ready to finalize (example)

12. Click on the button Finish.

When all configuration steps mentioned above have been concluded, the vSwitch has been cre-
ated successfully and is ready for enhanced configuration.
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431.4 Configure vSwitch for passive recording

For the new vSwitch for passive recording to be used with the ASC software, the following con-
figuration steps have to be carried out:

1. Click on the Properties of the corresponding vSwitch.

2. Click on the configuration vSwitch.

(%] vSwitch1 Properties : 1o =|
Parts |Netw0rk Adapters I
Configuration | Summary | [ e ST
T wawitch 56 Parts | Mumber of Ports: 56
g WM Network 1T Virtual Machine ...
—Defaulk Palicies
Security
Promiscuous Mode: Accepk
MAC Address Changes: Accept
Forged Transmits: Accepk
Tralffic Shaping
Average Bandwidth:
Peak Bandwidth:
Burst Size:
Failover and Load Balancing
Load Balancing: Part ID
Metwork Failure Detection: Link Status only
Motify Switches: es
Failback: Yes
Active Adapters: wmnic3
Standby Adapters: Mone
T e T Unused Adapters: Mone
Help

Fig. 39: Edit vSwitch (example)

3. Click on the button Edit.
4. Click on the tab Security.

(% vSwitch1 Properties . x|

Traffic Shaping | NIC Teaming |

—Policy Exceptions
Promiscuous Mode: |Accept ﬂ
MAC Address Changes: |Ar_cept :]
Forged Transmits: |.D,ccept ﬂ

[ ok | coce |  heo |

Fig. 40: Define policy exceptions

5. From the drop-down list, select the parameter Accept for the following options:
* Promiscuous Mode
* MAC Address Changes
* Forged Transmits
Click on the button OK.
Verify the configuration.
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8. Select the respective virtual network which you have created in one of the previous configu-
ration steps.

(%] vSwitch1 Properties : 1o =|
Parts |Netw0rk Adapters I
Configuration | Summary | LR i S =
@ vSwitch 56 Ports Mebwork Label: WM Metwaork IT
6 M Metwark IT virtual Machine ... | WLAN ID: Hone
—Effective Policies
Security
Promiscuous Mode: Accepk
MAC Address Changes: Accept
Forged Transmits: Accepk
Tralffic Shaping
Average Bandwidth:
Peak Bandwidth:
Burst Size:
Failover and Load Balancing
Load Balancing: Part ID
Metwork Failure Detection: Link, Status only
Motify Switches: es
Failback: Yes
Active Adapters: wmnic3
Standby Adapters: Mone
Add... Edit... Remove Unwsed Adapters: Maone :I
Close I Help |

Fig. 41: Edit VM Network Il (example)

9. Click on the button Edit.
10. Click on the tab Security.

(<) ¥M Network IT Properties . x|

Traffic Shaping | NIC Teaming |

—Policy Exceptions
Promiscuous Mode: I |Accept ﬂ
MAC Address Changes: v |Ar_cept :]
Forged Transmits: ¥ |Accept =]

[ ok | coce |  heo |

Fig. 42: Define policy exceptions

11. From the drop-down list, select the parameter Accept for the following options:
* Promiscuous Mode
* MAC Address Changes
» Forged Transmits

12. Click on the button OK.

When all mentioned configuration steps have been carried out successfully, the ASC software
can be used for passive recording via this interface.
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4.3.2 vCenter client

4.3.21

Configuration vCenter standard switches

To communicate with the ASC software for configuration and maintenance purposes, a sepa-
rate vSwitch is required which is created and configured as follows:

1. Log in to the vCenter client and click on the host in the inventory list window.

o LN

Click on the tab Configure.

Click on Networking > Virtual switches.
Open the virtual switch Standard Switch: vSwitch8.

Under the virtual switch Standard Switch: vSwitch8, click on the button ADD NETWORK-
ING.

| &
&l
T

L3 woenler s de
< [H BED Datacenter
[ ren
| 192685196
[0 182162 5 65
£ 1ro0ra_Fogignt tor Vinuslizstion
{4 ASC_0043_SLESIO_Lin
[T ASC_ 0046 SLESIO Lin
B asc_roa?_siESIO_LinuxT
£ ASC_D0_SLESIO_VMOZ-Linus.
1 ASC_170_012_WS2008R2_EVOIp
T ASC 170014 WSZ008 WMIG-O
H0E_WMIO-0

B asc_iroom_w
1 ASC_IT0_016_WT_WM-0T_Deval.
" ASC 1TD 017 WSZC08_ WMID-D.
VE_WMIO-06

Bl asc_aro. 018w
B ASCIT0_019_WED0E_MI0-05
= ASC_170_032_WI00B_¥MID-D..
F ASC 170 032 WSHI0E WMIO

Bl asc 1rn_048_ Wh2O0ERE_ mit

£ ASC_170_049_WS2003_TestRe.
' AsC_170_050 WS2008_TestRe.

Bl ASC_AT0_051_W7_Dovelop vS2
B asc 7o _Devalop V53
) ASC_I70_0S1_WT_Develop VS2..

I ASC 170,080 WXP_ SoltPhene.

B asc_ro_as_w:

Recent Tasks slarms

[ 192168566 ACTIONS w
& summary  Menitcr  Configure  Permissions WM
b " Virtual switches

Slorage Adapters
Storage Devices
Hest Cache Configur
Protecal Fndpaints
W/ Fitters
- Matworking
Wi lual switches
WMkemel adapters
Poysical adapters
TCR/IP configuration
w Wirtual Machines
WM Sarup/shutdo
Agent WM Settings
Default VM Compal
Swap Fik Location
- System
Licensing
Hisd Profie
Tame Cantiguration
Authentcation Servl
Certificate
Power Managemant
Advances System 5.
System Resource Re. ¥

» Standard Switch: vSwitchO
» Standard Switch: vEwitchl
» Standard Switch: vEwitch2
» Standard Switch: vSwitchd
> Standard Switch: vSwitchd
» Standard Switch; wSwitch?

v Standard Switch: vEwitch®

S snitfer
VLAN D

5 Wirtual Machiries (3

Datastares

ADD HETWORKING

Networks

|m

Updates

ADD NETWORKING

MANAGE FPHYSICAL ADAFTERS

w Physical Adapters
[ w4 1000 Ful

REFRESH

Fig. 43: Configure virtual switches (example)

6. Select the option Virtual Machine Port Group for a Standard Switch and click on the button

NEXT.
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192.168.5.66 - Add Networking
Select connection type

2 Select target device Select a connection type to create.

3 Connection settings

4 Ready to complete —
() VMkernel Network Adapter

The WMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion,
iSCSI, NFS, FCoE, Fault Tolerance, vSAN and host management.

° Virtual Machine Port Group for a Standard Switch
A port group handles the virtual machine traffic on standard switch.
() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

CANCEL NEXT

Fig. 44: Add networking (example)

Select either the option Select an existing standard switch or the option New standard switch as
required.

Select an existing standard switch
1. Select the option Select an existing standard switch.
2. Click on the button BROWSE.

192.168.5.66 - Add Networking

+ 1 5elect connection type Select target device

2 Select target device Select a target device for the new connection.

3 Connection settings

4 Ready to complete o .
° Select an existing standard switch

vSwitchg BROWSE ...

() New standard switch

MTU (Bytes)

CANCEL BACK NEXT

Fig. 45: Add networking (example)
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3. Click on the required switch, e. g. vSwitch8.
4. Click on the button OK.

/

Select Switch

Switch

it vswitcho
3t vawitcht
it vswitch2
it vSwitcha
it vSwitch7
| 4 vswrchg

Fig. 46: Select switch (example)

5. Click on the button NEXT.

6. Inthe entry field Network label, enter a name for the network, e. g. VM Network.
7. Click on the button NEXT.

192.168.5.66 - Add Networking

+ 1 Select connection type Connection settings

+ 2 Select target device Use network labels to identify migration-compatible connections common to two or more

3 Connection settings hosts.

4 Ready to complete

Network label
VLAN ID None (0) v

CANCEL BACK NEXT

Fig. 47: Add networking (example)

Configuration virtualization - neo 6.x Rev. 13 37/59



ASC

4 VMware

/

8. Click on the button FINISH.

192.168.5.66 - Add Networking

+ 15elect connection type Ready to complete

+ 2 Select target device Review your settings selections before finishing the wizard.

+ 3 Connection settings

4 Ready to complete Virtual machine port group WM Metwork

Standard switch vSwitch8
VLAN ID None (0)

CANCEL BACK FINISH

Fig. 48: Add networking (example)

New standard switch
1. Select the option New standard switch and click on the button NEXT.

192.168.5.66 - Add Networking

+ 1 5elect connection type Select target device

2 Select target device Select a target device for the new connection.

3 Create a Standard Switch

4 Connection settings — o .
() Select an existing standard switch
5 Ready to complete

° New standard switch

MTU (Bytes) 1500 =

CANCEL BACK NEXT

Fig. 49: Add networking (example)

2. Click on Active adapters.
3. Click on the icon 4 (Add adapter).
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192.168.5.66 - Add Networking

+ 1Select connection type Create a Standard Switch
+ 2 Select target device Assign free physical network adapters to the new switch.

3 Create a Standard Switch

4 Connection settings

Assigned adapters

5 Ready to complete LS |
Active adapters
Standby adapters

Unused adapters

Select a physical network adapter from the
list to view its details.

CANCEL BACK NEXT

Fig. 50: Add networking (example)

4. Click on the respective network adapter, e. g. vmnicbh.
5. Click on the button OK.

Add Physical Adapters to the Switch X
Network Adapters All Properties CDP LLDP
[E8 vmnic10 -
vmnich Adapter EBroadcom Corporation NetXtreme BCM5719 Gigabit
— Ethernet
8 vmnicS Name vmnics
[ vmnic? Location PCI 0000:04:001
Dri tg3
il vmnics river ntg
vmnic9 Status
Status Disconnected
Actual speed, Duplex Down
Configured speed, Duplex Auto negotiate
MNetworks No networks

Network I/O Control

Status Allowed
SR-10V
Status Mot supported

Cisco Discovery Protocol
@ Cisco Discovery Protocol is not available on this physical network adapter

Link Layer Discovery Protocol
@ Link Layer Discovery Protocol is not available on this physical network adapter

Fig. 51: Add Physical Adapters to the Switch (example)

6. Click on the button NEXT.
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192.168.5.66 - Add Networking

+ 1Select connection type Create a Standard Switch
+ 2 Select target device Assign free physical network adapters to the new switch.
3 Create a Standard Switch
4 Connection settings Assigned adapters All Properties CDP
5 Ready to complete LS | x o ¥
Adapter
Active adapters
{New) vmnics Mame
Stand dant Location
ndby adapters Driver
Unused adapters
Status
Status

Actual speed, Duplex
Configured speed, Duplex
MNetworks

Network I/O Control
Status

SR-I0V
Status

Cisco Discovery Protocol
<

CANCEL BACK NEXT

LLDP

Ll
Broadcom Corporal

Gigabit Ethernet
vmnics

PCI 0000:04:00.1
ntg3

Disconnected
Down

Auto negotiate
No networks

Allowed

Mot supported

>

Fig. 52: Add networking (example)

7. Click on the button OK.

Physical Network Adapters Warning

All active physical network adapters assigned to the switch are

disconnected.

Click OK to continue or Cancel to review your changes.

Fig. 53: Physical Network Adapters Warning

8. Inthe entry field Network label, enter a name for the network, e. g. VM Network.

9. Click on the button NEXT.

Configuration virtualization - neo 6.x Rev. 13

40/59



4 VMware Jsc

192.168.5.66 - Add Networking

+ 1Select connection type Connection settings
+ 2 Select target device Use network labels to identify migration-compatible connections common to two or more
+ 3 Create a Standard Switch hosts.

4 Connection settings

5 Ready to complete Network label VM Network]
VLAN ID None (0) v

CANCEL BACK NEXT

Fig. 54: Add networking (example)

10. Click on the button FINISH.

192.168.5.66 - Add Networking

+ 1Select connection type Ready to complete
+ 2 Select target device Review your settings selections before finishing the wizard.
+ 3 Create a Standard Switch

+ 4 Connection settings New standard switch vSwitch3
5 Ready to complete Virtual machine port group WM Metwork
Assigned adapters vmnics
Switch MTU 1500
VLAN ID None (0)

CANCEL BACK FINISH

Fig. 55: Add networking (example)

Configure security settings

1. To configure security settings, click on the button EDIT under the virtual switch Standard
Switch: vSwitch8.
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REFRESH
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1 ASC_170_012_WS2008R2_EVOIp
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Vi lual switches Standard Switch: vSwitchd

WMkemel adapters

Standard Switch: vSwitchd

Pryzical adapters

170,01 WS008 YMID-0 TERAP confinuration e S e

B ASC_ITO_016_W7_VM-01_Deval. Vil Machees
I ASC 170 017 WSZ008_ VMIO-O.
S TR _WMIO-06

M Btartup/shutda w Standard Switch: vEwitch® ADD HETWORKING EDIT MANAGE PHYSICAL ADAFTERS
Agent WM Settings

Default VM Compal

Bl ASC_170,_019_W2008_VMI0-0G

= ASC_170_032_WI00B_¥MID-D.. Lot 3 snitter - | ~ Physical Adapters

1 ASC 170 032 WS008 WMID - System VLAN D '@ 1064 Fu
M _mit Hloefising 3 Wirtual Machin

£ ASC_170_049_WS2003_TestRe. His:Pecfily

19 ASC_170_0S0.WS2008_TestRe.. Tma Contiguration

70_051_WT_Dovelop vS2 Autherttcation SeTyL.
Bl ASC_170_05T_WT_Develop V51
£ ASC_170_051_WT_Develop VSa..
I ASC 170,080 WXP_ SoltPhene.

Certificate
Power Managsmant
Advances System 5.

e v
Bl ASC_170_081_WxP_SaftPhone v SyStem REsGLIos He,

Recent Tasks

b

Fig. 56: Configure virtual switches (example)

2. Click on the menu item Security.

vSwitch8 - Edit Settings

Properties
Traffic shaping MAC address changes  Accept 7

Teaming and failover
Forged transmits Accept -

Fig. 57: Edit settings (example)

3. From the drop-down list, select the parameter Accept for the following options:
* Promiscuous mode
* MAC address changes
» Forged transmits

4. Click on the button OK.
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5 Installation and configuration of a neo VM in the Google Cloud by means
of a template

The following recording architecture types may be installed and configured:
* neo VM with Core and DB
* neo VM with Core and external DB
* neo VM without Core and with DB
* neo VM without Core and without DB

For the installation and configuration, the application Windows PowerShell ISE (x86) and the
gcloud command line tool are used.

The gcloud command line tool is part of Google Cloud SDK. You must download Google Cloud
SDK and install and initialize it on your computer before you can use the gcloud command line
tool.

To be able to copy templates from the ASC Google project, ASC must assign the respective

@ rights and permissions to the service administrator in advance. Contact your local ASC support
or call ASC support at +49 700 27278776 and transmit the e-mail address to be used for the
service account.

Create script file
1. Open the Windows Explorer.
2. In the manual package, change to the directory \4 Tools.
3. Right-click on the script file Example_CreateCore.ps1.
= The context menu appears.
4. Click on Edit in the context menu.

= The script file Example_CreateCore.ps1 is opened in the application Windows Power-
Shell ISE (x86).
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g Windows PowerShell [SE (x86)
Datei Bearbeiten Ansicht Tools Debuggen Add-Ons Hilfe

=0 = | B x| ™| > @« 8 sof & om.

Example_CreateCore.psl X -
1 $zone = "europe-west3-c” A
Svmname = "testvm”
Smachinetype = "nl-standard-4"

3
4
5 Sinstallpath = "Setup6.4.0-14.0.is0"
6 Sneomode = "external db"

7 Sdbip = "55.55.55.55"

8 $dbuser = "postgres”

9 $dbpassword = "DatabasePassword"”

10 5dbtype = "Postares”

11 Sdbport = "5432"

12 Sdbinstance = ""

13 Saipaddress = ""

14 Sclusterid ="MyCluster™

15 Spostgreshest
16 Scomputername
17 Sneolanguage = "en_US"

18 Sdefaultntp = "de.pool.ntp.org™
19 S$adminname = "ASCAdmin"

20 Sadminpw = "SecretPasswordl23#"

21

22 gcloud config set project neo-template
23

24  echo "

25 echo "=== create disk from image ==="
26

27 gcloud compute disks create $vmname-base --image projects/neo-template/global/images/template-base --zone $zone
28 gcloud compute disks create $vmname-database --image projects/neo-template/global/images/template-database --zone S$zone
29 gcloud compute disks create $vmname-storage --image projects/neo-template/global/images/template-storage --zone jzone

31  echo "
32 echo "= create compute engine ==="
33 gcloud compute instances create $umname --disk name=$vmname-base,boot=yes --zone $zone --machine-type=$machinetype --scopes=c

34 gcloud compute instances attach-disk $vmname --disk Svmname-database --zone $zone
35 gcloud compute instances attach-disk $vmname --disk $vmname-storage --zone $zone

37 echo ""

38 echo "=** add metadata ==="

39 gcloud compute instances add-metadata $vmname --metadata InstallPath=$InstallPath,necMode=$necmode,DBIp=%dbip,DBUser=5dbuser,
40

41 pause

42

Ln 42 Spalte 1 100%

Fig. 58: Example of a script file (Example_CreateCore.ps1) to create an All-in-One neo system with exter-
nal Postgres database

Explanation of the parameters in the script file

Rows 1-3:
Here, you define the zone in which the Google Cloud VM is supposed to be created as well as
the name and the type of the VM.

Rows 5-20:

Here, you define the PowerShell variables with the necessary details of the installation. As de-
picted in the example, variables not relevant for the installation can be left out or defined as an
empty string.

In case of the Google Cloud, the parameter InstallPath (see fig. row 5) must be filled with the
name of the neo ISO image file. The respective names of the neo ISO image file are available
at our website. Log in to ASC XCHANGE on our website https://www.asc.de/partner and open
the respective directory in the area Software Download €. g. neo suite > NEO 6.4 to view the re-
spective neo ISO image file, e. g. Setup6.4.0-13.0.iso0.

The following parameters are available:

Parameter Description

installpath Enter the name of the neo ISO image file.
Example: "Setup6.4.0-13.0.is0"

neomode Enter one of the following options:

* AlliInOne = neo-VM with Core and with DB

» external db = neo-\VM with Core and with external DB

» without core = neo-VM without Core and with DB

» without core/db = neo-VM without Core and without DB
Example: "external db"
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Parameter

dbip

dbuser

dbpassword

dbtype

dbport

dbinstance

aipaddress

clusterid

postgreshost

computername

neolanguage

defaultntp

adminname

Configuration virtualization - neo 6.x Rev. 13

Description
Enter the IP address for the external DB.

This information is not required for NEOMODE AlllnOne or for without
core.

Enter the external DB user. If no information is entered, the ASC de-
fault is entered.

This information is not required for NEOMODE AllInOne or for without
core.

Enter the password for the external DB. If no information is entered, the
ASC default is entered.

This information is not required for NEOMODE AlllnOne or for without
core.

Enter one of the following options:
» Postgres
» MSSQL

This information is not required for NEOMODE AllInOne or for without
core.

Enter the value 71433 for MSSQL Standard.
If a Named Instance is used, enter the differing port.
Enter the value 5432 for POSTGRES.

This information is not required for NEOMODE AlllnOne or for without
core.

If you use MSSQL and Named Instance, enter the name of the Named
Instance. If no information is entered, the ASC default is entered.

This information is not required for NEOMODE AlllnOne or for without
core.

Enter the IP address for the AIP (Core).

This information is not required for NEOMODE AllInOne or for external
db.

Option:

Enter the cluster ID.

The server name is entered as default ID here. For All-in-One systems

you can apply this ID.

If you set up a multi-server system with several application servers, you
must replace the default ID for all application servers with another arbi-
trary cluster ID which is identical for all application servers.

Option:

Enter the IP address for the DB which requires remote access (e. g.
with remote recorder). You can create several IP/Netmasks separated
by semicolons. The format IP/Netmask is mandatory.

Example: "192.168.170.0/24"

Option:

Enter the computer name. Observe Microsoft’s conventions!
Enter the language to be installed for neo.

Example: "en_US;de_ DE"

Option:

Enter the IP address for the NTP server of neo.

Enter the user name of the administrator.
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Parameter Description
adminpw Enter the password of the administrator.
postbuildscript Enter the PowerShell script file which is supposed to be executed after

the installation.

Row 22:
The script changes to the target project. Enter the respective project of the GCP (Google Cloud
Platform).

Rows 27-29:
The virtual hard disks of the VM are copied from the ASC template project.

Rows 33-35:
The virtual machine is created and the hard disks are attached.

Row 39:
Here, the metadata of the VM is filled with the installation parameters from rows 5-20.

Adjust the parameters in the script file according to your requirements.
Select the menu item File > Save as.
= The window Save As appears.

7. Select a storage location and enter a file name for the script file, e. g. C:\Install\Create-
Core_neo.ps1.

8. Click on the button Save.
= The script file is saved and the window Save As is closed.

Execute script file

1. In the Windows Explorer, change to the storage location of the recently created script file,
e. g. C:\Install.

Right-click on the recently created script file, e. g. CreateCore_neo.ps1.
Click on the menu item Execute with PowerShell in the context menu.

= The VM is created. The preinstalled ASC tool ImageMan executes the neo installation
and configuration with the transmitted parameters.

= Log files of this process can be found on the VM in the path C:\Install.

4. During the configuration, the VM is restarted several times automatically. Do not start or
stop the VM manually before the installation has been completed.
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6 Configuration Hyper-V

@ Please be aware that Hyper-V Live-Migration is not supported.

Since Hyper-V works with its own NTP server, you have to use one of the following options to
ensure an accurate time synchronization:

- The same NTP servers must have been configured for the recording system and for Hyper-V.
@ - Switch off the NTP server in the recording system.
- Remove the NTP server in the recording system.

For further information about the administration of the NTP servers of the recording system re-
fer to the installation manual Configuration of servers and recording architectures.

When using passive recording solutions

To use Hyper-V in promiscuous mode to monitor external data traffic in virtual environments,
enter the following commands with your configuration parameters in the Hyper-V console:

Examples:
Set-VMNetworkAdapter MyVM -PortMirroring Destination

Get-VMNetworkAdapter MyVM | ? MacAddress -eq 'xxxxxxxx' | Set-
VMNetworkAdapter MyVM -PortMirroring Destination

$portFeature=Get-VMSystemSwitchExtensionPortFeature -FeatureName "Ethernet
Switch Port Security Settings"

# None = @, Destination = 1, Source = 2
$portFeature.SettingData.MonitorMode = 2

Add-VMSwitchExtensionPortFeature -ExternalPort -SwitchName MySwitch -
VMSwitchExtensionFeature $portFeature
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7 Installation and configuration Digi AnywhereUSB

For the operation of the ASC recording software in a virtual environment a permanent Internet
connection to ASC or alternatively a USB dongle is required. The Digi AnywhereUSB box can
be used to connect USB components such as a USB dongle.

The following chapter describes the installation and the configuration of the Digi AnywhereUSB
box which is required for the operation in a virtual environment.

@ The Digi AnywhereUSB box can only be operated with one server at the same time.

71 Install drivers
1. Connect the Digi AnywhereUSB box to the power supply.
2. Connect the Digi AnywhereUSB box to your network.

3. Download the driver and, if required, the latest firmware from the homepage indicated be-
low:
https://www.digi.com/support/productdetail ?pid=3747

Install the appropriate driver according to the setup instructions.

5. After the installation of the drivers, a CMD window is opened automatically. Verify that the
message System driver installed successfully! is displayed.

C : Drivers', Windows', 32bit', Setup.exe
Metwork Attached USB Hub Installation Version 2.3.2

Searching for previous installation...
Mo previous version found

Installing system drivers...

System driver installed successfully?

In order to connect to and configure your Metwork Attached USB Hub
Run the Configuration Utility in the Start — Programs menu

Press Enter key to exit

Fig. 59: Message informing about successful installation of driver

6. Press the [Enter] key to close the CMD window.

7.2 Configure Digi AnywhereUSB

7.21 Establish connection to the VMware server
1. Press the Windows key.
2. Click on the icon @.
= The installed apps are displayed.
3. Click on AnywhereUSB Configuration Utility.
= The following window appears:
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whereUSB

A

£

SC

7.2.2

: = AnywhereUSB Remote Hub Configuration Utility

File Edit Command Yiew Help

=101

&

Ewvent Log Rehoot

Configure Connect

Host PC Connection Status:

=] QE Subnet 192.168.168.0
Q Remate USE Hub [192.168.171.71]

This Remote Hub iz available for Host Connections

Remate Hub Infarmation:

I ame: Remate USE Hub
Serial Mumber:  SE20530874

MAC Address:  00403D0:4513F2

|IP &ddress: 192.168.171.71
Subnet Maszk:  255.2565.248.0

G ateway: 192.168.168.168
CHCP: Disabled

Boot Code: +1.9.0986
Firrnivsare: ¥1.381012
Hardware: Rev & - G2

Froduct Tepe: 2 Port

Device [D: Digi

Hardware ID:  0=0002

L ptimne: 2z 24 ming : 37 zecs

Connected To Me: 0

|T otal Discovered: 1

Available For Connection: 1

In Uze By Others: 0

Unconfigured: 0

Fig. 60: Connect VMware server

4. Click on the button Connect.

Change connection to the VMware server

If the Digi AnywhereUSB box is supposed to be used on another VMware server, proceed as

follows:

1. Press the Windows key.

2. Click on the icon &.

= The installed apps are displayed.

3. Click on AnywhereUSB Configuration Utility.

= The following window appears:

: = AnywhereUSB Remote Hub Configuration Utility

File Edit Command Yiew Help

=101

&

p|sconnect; Ewvent Log Rehoot

Configure

Host PC Connection Status:

=] QE Subnet 192.168.168.0
Q Remote USB Hub [192.168.171.71]

Connected to this Host PC
Crivver Status:

Remate Hub Infarmation:

Connection Successful to Remate Hub at 192.168.171.71

I ame: Remate USE Hub
Serial Mumber:  SE20530874

MAC Address:  00403D0:4513F2

|IP &ddress: 192.168.171.71
Subnet Maszk:  255.2565.248.0

G ateway: 192.168.168.168
CHCP: Disabled

Boot Code: +1.9.0986
Firrnivsare: ¥1.381012
Hardware: Rev & - G2

Froduct Tepe: 2 Port

Device [D: Digi

Hardware ID:  0=0002

L ptimne: 2hrg: 32 ming : 12 zecs

Connected To be: 1

|T otal Discovered: 1

Available For Connection: 0

In Uze By Others: 0

Unconfigured: 0

Fig. 61: Disconnect connection

4. Click on the button Disconnect.
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5. Repeat all steps as described in chapter "Install drivers", p. 48.

6. Repeat all steps as described in chapter "Establish connection to the VMware server", p.
48.

7.2.3 Change IP address

By default, the Digi AnywhereUSB box has a DHCP network address. After the installation of
the drivers, the Digi AnywhereUSB box is found automatically and the IP address of the
VMware server is applied. This option has already been activated in the default setting.

To change the IP address, proceed as follows:

1. Start a browser.

2. Enter the IP address https://192.168.175.20 in the address bar.

3. The configuration program AnywhereUSB/2 Configuration and Management is opened.

i AnywhereUSB/ 2 Configuration and Management
\Dign
‘ Changes have been saved successfully. |

Home @ Help

Network

System Getting Started

Remote Management Tutorial Not sure what to do next? This Tutarial can help.

Security
Management System Summary

Connections

Model:  AnywhereUsB/2

Administration Ethernet MAC Address:  00:40:9D:45:13:F2

Backup/Restore

Update Firmware Ethernet [P Address:  192.168.175.20
Factory Default Settings
System Information

Reboot Description: None
Contact: ~ None

Logout Location: None

Device ID: 00000000-00000000-00409DFF-FF4513F2

Copyright @ 1996-2010 Digi International Inc. All rights reserved.
e digi.com

Fig. 62: Configuration program AnywhereUSB/2 Configuration and Management

4. Select the menu item Configuration > Network in the structure view.

‘ﬁ AnywhereUSB/2 Configuration and Management
DN

@ Heb

Home Network Configuration

Configuration ~ Ethernet IP Settings (ethD)
Network

System © Obtain an IP address automatically using DHCP =
Remote Management ,
Security @ Use the following IP address
Management =P Address:  [192168.171.71
Connections * Subnet Mask: 255.255.248.0
Administration Default Gateway: 192166.168.168
Backup/Restore

Update Firmware

Enable AutoIP address assignment
Factory Default Settings

System Information * Changes to DHCP, IP address, and Subnet Mask may effect your browser connection.
Reboot
Logout Apply

» Network Services Settings

» Advanced Network Settings

Copyright @ 1995-2010 Digi International Inc. all rights reserved
vnr.digi.com

Fig. 63: Change IP address

5. Inthe field Use the following IP address > IP Address, enter the new IP address.
6. Click on the button Apply.
7. Confirm the security prompt with Apply.
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D ) AnywhereUSB/2 Configuration and Management

y

@ Help

Apply Changes

The configuration changes will cause your network settings to take effect immediately.

Apply

Copyright © 1996-2010 Digi International Inc. Al rights reservad.
vavwedigi.com

Fig. 64: Confirm change

8. The VMware server recognizes the change of the IP address automatically. The connection
to the Digi AnywhereUSB box is reestablished.

O AnywhereUSB/ 2 Configuration and Management

@ Hebp

Reconnect In Progress

The AnywherelSB/2 with MAC address 00:40:9D:45:13:F2 is currently updating the network settings. You will be reconnected automatically in approximately 15
seconds.

If you are not reconnected automatically click here or use the discovery utility that was provided on your CD to find this device on the network.

Copyright & 1596-2010 Digi Intarnational Inc. All rights reserved.
vovve.digi.com

Fig. 65: Reconnect VMware server

9. Inthe configuration menu, the message Changes have been saved successfully appears.

‘@ AnywhereUSB/2 Configuration and Management
O

| Changes have been saved successfully. |

Home

@ Help

g voe______________

Network

System Getting Started

Remote Management Tutorial Not sure what to do next? This Tutorial can help.

Security
Management System Summary

Cennections

Model:  AnywhereUSB/2

Administration Ethernet MAC Address:  00:40:9D:45:13:F2
Backup/Restore

Update Firmware
Factory Default Settings
System Information

Ethernet IP Address: 192.168.171.71

Reboot Description: None
Contact: None
Logeut Location None

Device ID: 00000000-00000000-00408DFF-FF4513F2

Copyright © 1996-2010 Digi International Inc. All rights reserved.
vavre.digi.com

Fig. 66: Change of the IP address completed successfully
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8 Configuration System Configuration
To be able to operate the recording system in a virtual environment, you have to adjust the fol-
lowing configurations in the Servers module of the application System Configuration:
1. Activate the VM support, see chapter "Tab Usage", p. 52.
2. Enter the connection data to the dongle, see chapter "Tab Keystore/Virtualization", p. 53.
3. To save the settings, click on the button Save in the detail view.
For information about starting and using the application System Configuration refer to the user
manual Usage System Configuration.
8.1 Tab Usage

In this tab, you can configure the purpose of the selected server.

< Details* Usage* Media Streamer* Replay Server Address Mapping Key M »
Ll

API Server 4

Audio Analysis 4

Recording Control/Key Management 4

Data Processing 4

Replay 3
Virtualization 4 y

Reset

Fig. 67: Servers module - tab Usage

Group field Virtualization
1.  Open the group field Virtualization.

Virtualization -

VM without Trusted License

Fig. 68: Group field Virtualization

2. Enter the following parameters:

VM without Trusted License If the system runs in a virtual environment and if no
TRUSTED_VIRTUALIZATION license has been installed, you
must activate the function VM without Trusted License.

= Function has been activated.
O = Function has not been activated.

When activating this functionality, the Licensing module has to au-
thenticate on one of the following instances:

Dongle Manager or ASC License Management System
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The system therefore requires a permanent connection either to
the ASC License Management System at the ASC headquarters
or to a dongle on one of the servers of the system. About the con-
figuration of the connection data, see chapter "Tab Keystore/Virtu-
alization", p. 53.

NOTICE! This functionality can only be activated on servers with
an Enterprise Core.

NOTICE! This function can only be activated if the system has
been installed in a virtual environment.

@ For virtualization without an Internet connection, a Trusted License is required.

8.2 Tab Keystore/Virtualization
1. Click on the tab Keystore/Virtualization in the detail view.

In this tab, you can configure the connection data for the service DongleMan for the neo key
management and for the authentication of the VM.

If your system has been installed in a virtualized environment and you are deploying a dongle,
@ the port that the dongle has been plugged in to must have been assigned to the server that the
application of the Dongle Manager has been installed on to enable access to the dongle.

@| For detailed information about neo key management refer to the administration manual Encryp-
tion of recordings.

For Keystore/Virtualization, the following constellations are possible:
» Hardware without dongle with key management
In this case, the keystore, i. e. the Dongle Manager, must be configured.
» Hardware with dongle with key management
In this case, the keystore, i. e. the Dongle Manager, must be configured.
* VM with dongle without key management
In this case, the Dongle Manager must be configured.
Only valid for inventory systems. No longer supplied.
» VM with connection to licensing.asc.de without key management
The connection to licensing.asc.de must be configured.
* VM with TRUSTED_VIRTUALIZATION license with key management
In this case, the Dongle Manager must be configured.

L Replay Server Address Mapping Key Management Keystore/Virtualization
Server address 192.168.169.192
Port 5180
Reset

Fig. 69: Servers module - tab Keystore/Virtualization

Server address Enter the address of the server for the connection.
* If you use the hardware with neo key management:
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Port

IP address of the server where the service DongleMan has been
installed.

If you use the VM with dongle without neo key management:

IP address of the server where the service DongleMan has been
installed.

If you use the VM without neo key management, you can authenti-
cate the VM via ASC License Management System, too. In this
case, enter the following address:

licensing.asc.de

If you use the VM with TRUSTED_VIRTUALIZATION license and
neo key management:

IP address of the server where the service DongleMan has been
installed.

Enter the port for the connection.
5180 = Dongle Manager
8181 = ASC License Management System
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9.1 Create and configure vSwitch for administration

Create vSwitch:

Register vSphere Client > in the inventory window on host > Configuration > Networking
> Virtual Switch > Add Networking > Virtual Machine > Next > Create a virtual switch
and activate adapter > Next > Enter network label > Next > Finish.

Configure vSwitch:

Select vSwitch > Properties > vSwitch > Edit > Security > Promiscuous Mode: Reject
> MAC Address Changes: Reject > Forged Transmits: Reject > OK > Click on previ-

ously created network > Edit > Security > Promiscuous Mode: Reject > MAC Address
Changes: Reject > Forged Transmits: Reject > OK.

9.2 Create and configure vSwitch for passive recording

Create vSwitch:

Register vSphere Client > in the inventory window on host > Configuration > Networking
> Virtual Switch > Add Networking > Virtual Machine > Next > Create a virtual switch
and activate adapter > Next > Enter network label > Next > Finish.

Configure vSwitch:

Select vSwitch > Properties > vSwitch > Edit > Security > Promiscuous Mode: Accept
> MAC Address Changes: Accept > Forged Transmits: Accept > OK > Click on previ-

ously created network > Edit > Security > Promiscuous Mode: Accept > MAC Address
Changes: Accept > Forged Transmits: Accept > OK.

9.3 Install and configure Digi AnywhereUSB

Install drivers:

Download drivers from homepage and follow setup instructions.

Establish connection to the VMware server:

Windows key > icon @, > AnywhereUSB Configuration Utility > Connect.
Change connection to the VMware server:

Windows key > icon @, > AnywhereUSB Configuration Utility > Disconnect > follow
setup instructions > Install Drivers > Windows key > icon @ > AnywhereUSB Configu-
ration Utility > Connect.

9.4 Configure virtualization in System Configuration

Activate VM without Trusted License:

Servers module > Usage > Virtualization > Activate VM without Trusted License >
Save

Enter connection data for authentication:

Servers module > Keystore/Virtualization > Server address: enter licensing.asc.de
or IP address of the server with the dongle > Port: enter port (default: 5180) > Save
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AIP
Asynchronous Integration Platform

DB
Database

DHCP
A Dynamic Host Configuration Protocol allows integrating computers into an existing network
without configuring the network interface manually. Necessary information such as IP ad-
dress, net mask, gateway, name server (DNS) and additionally required settings are distrib-
uted dynamically. (Source: Wikipedia 5th April 2017)

NTP
Network Time Protocol NTP is a standard for the synchronization of clocks in computer sys-
tems via packet-based communication networks. NTP uses the connectionless transport pro-
tocol UDP. It has been developed with the objective to guarantee reliable time verification
across networks with variable packet runtime. (Source: Wikipedia 12th June 2018)

UsB
Universal Serial Bus

VM
Virtual machine
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