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About This Book

The Administrator's Guide provides information about configuring and performing the day-to-day
management of Neverfail Continuity Engine (Neverfail Engine) when deployed in a Pair over a Local
Area Network (LAN) or Wide Area Network (WAN), or a Trio deployed over both a LAN for High
Availability and a WAN for Disaster Recovery. Additionally, this guide provides information about
configuring network protection, application protection, data protection, split-brain avoidance, and more.
To help you protect your applications, this guide provides an overview of the protection offered by
Neverfail Engine and the actions that Neverfail Engine can take in the event of a network, hardware,
or application failure.

Intended Audience

This guide assumes a working knowledge of networks including the configuration of TCP/IP protocols
and a sound knowledge of domain administration on the Windows TM 2008 R2, 2012, 2012 R2, and
2016 platforms, notably in Active Directory and DNS.

Using the Administrator's Guide

This guide is designed to provide information related to the daily management of your Neverfail Engine
Cluster after successful installation. To help you protect your applications, this guide provides an
overview of the protection offered by Neverfail Engine and the actions that Neverfail Engine can take
in the event of a network, hardware, or application failure. The information contained in this guide is
current as of the date of printing.

Overview of Content

This guide is designed to give guidance on the configuration and administration of Neverfail Engine,
and is organized into the following sections:

» Preface — About This Book (this chapter) provides an overview of this guide and the conventions
used throughout.

» Chapter 1 — Neverfail Engine Concepts presents an overview of Neverfail Engine architecture and
the five levels of protection provided by Neverfail Engine.

» Chapter 2 — Status and Control describes how to connect to Neverfail Engine using the Engine
Management Service or the Neverfail Advanced Management Client to review the status of and
manage a Cluster.

» Chapter 3 — Configuring Neverfail Engine discusses how to configure Neverfail Engine using the
Configure Server Wizard.

» Chapter 4 — Server Protection discusses how the Neverfail Engine solution protects users from
server system failure or server hardware crash.

» Chapter 5 — Network Protection describes how Neverfail Engine protects against network failure
by ensuring that the network identity of the production server, IP address, etc. are provided to users.

» Chapter 6 — Application Protection discusses how Neverfail Engine maintains the protected
application environment ensuring that applications and services stay alive on the network.
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» Chapter 7 — Data Protection discusses how Neverfail Engine intercepts all data written by users
and protected applications and maintains a copy of this data for use in case of failure.

* Appendix A — Other Administrative Tasks discusses additional tasks for the administrator to
configure system logging and alerting functions. Neverfail vAdministrator's Guide

» Appendix B — Troubleshooting discusses common issues that may appear and techniques
to troubleshoot the issue and includes two active servers or two passive servers, application
slowdown, channel drops, and MaxDiskUsage errors.

» Appendix C — Neverfail SCPOPE Data Collector discusses how to use Neverfail SCOPE to
measure bandwidth, and interrogate your server environment to prepare for installation.

Document Feedback

Neverfail welcomes your suggestions for improving our documentation and invites you to send your
feedback to docfeedback@neverfail.com .

Abbreviations Used in Figures

The figures in this book use the abbreviations listed in the table below.

Abbreviation Description

Channel Neverfail Channel

EMS Engine Management Service

CE Neverfail Continuity Engine

NIC Network Interface Card

P2v Physical to Virtual

Va2v Virtual to Virtual

pP2p Physical to Physical

SAN Storage Area Network type datastore

Technical Support and Education Resources

The following sections describe the technical support resources available to you. To access the current
version of this book and other books, go to https://www.neverfail.com/services-and-support/.

Online and Telephone Support

Use online support to view your product and contract information, and to submit technical support
requests. Go to https://www.neverfail.com/services-and-support/.

Support Offerings

To find out how Neverfail Support offerings can help meet your business needs, go to https://
www.neverfail.com/services-and-support/.
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Neverfail Professional Services

Neverfail Professional Services courses offer extensive hands-on labs, case study examples, and
course materials designed for use as on-the-job reference tools. Courses are available on site, in
the classroom, and live online. For the day-to-day operations of Neverfail Continuity Engine, Neverfail
Professional Services provides offerings to help you optimize and manage your Neverfail Engine
servers. To access information about education classes, certification programs, and consulting services,
go to https://www.neverfail.com/services-and-support/.

Neverfail Continuity Engine Documentation Library

The following documents are included in the Neverfail Continuity Engine documentation library:

Document Purpose

Installation Guide | Provides detailed setup information.

Administrator Provides detailed configuration and conceptual information.

Guide

Online Help Provides help for every window in the Engine Management Service user interface

Release Notes Provides late-breaking information, known issues, and updates. The latest Release Notes can be found

at https://www.neverfail.com/services-and-support/.

Conventions

The documentation uses consistent conventions to help you identify items throughout the printed and
online library.

Convention Specifying

Bold Window items including buttons.

Italics Book and CD titles, variable names, new terms, and field
names.

Fi xed font File and directory names, commands and code examples,

text typed by you.

Straight brackets, as in [ val ue] Optional command parameters.
Curly braces, as in { val ue} Required command parameters.
Logical OR, as in valuel|value2 Exclusive command parameters where only one of the

options can be specified.

iv Neverfail


https://neverfail.com/services-and-support/
https://neverfail.com/services-and-support/

Administrator's Guide

Table of Contents

Chapter 1. Neverfail Continuity ENgine CONCEPLS ..ovveeeiiiiiiiiiiiieiie e e e e e e 1
I o o1 (=] (1] SRR 1
A o (0] (=T ox 1o o I PP TP PPPPRT 3
3. Neverfail Continuity Engine Networking Configuration ...........ccccoccveeiiiiiiiiee e 4
4. Neverfail Continuity Engine CoOmMMUNICALIONS ........ccuuiiiiiiiiiiiae e 6
5. Neverfail Continuity Engine Switchover and Failover PrOCESSES ........ccccvvvvvccvviiviiriiieeeeeeeeeinns 8
6. Recovery from @ FaIIOVET ........ocuuiiiiiiiii e 11

T Ol T @ Y | e [ U1 = 1 Lo o PP 12
Chapter 2. Status and CONTIOl ... e e e e e e e 13

1. Using the Engine Management Service User INterface .......ccccccccevvvcivvviieeeneeeee e, 13
1.1. Configure Connection to VMware VCEeNter SEIVEr .........cccceeviiiieeeriiiieeeenniiieeeeens 13
1.2. Configure VMware VCeNter CONVEIET ......uuuiiiiieeeeeeiiiiiiiiiiieeeeeee e e e e e e sssnrrrneeeeeeee s 16
R B o 0] (=T o] (=0 [T =T V=T PSR 17
1.4, MBNAGEIMENT ...t e e e e e e e e e e e e e e e eeeeeeeeeeesbabeannnnnanes 18

Ot O 1= o ][0 PRSP PPPPPTPPRPN 18
1.4.1.1. Configure Windows Firewall for Deployment ..............cccooeeiieneennnnn. 18
1.4.1.2. Deploy t0 @ Primary SEIVEN .......ccccciviiieiieiee e cccivineer e e e e e e e e s 18
1.4.1.3. Upgrade the Selected SEIVEr ... 21
1.4.1.4. Uninstall from the Selected Server ........cocccvviiiiiie i 24
1.4.1.5. Add a Stand-by Server for High Availability ...........ccccooieiiniinnnnnnn 25
1.4.1.6. Add a Stand-by Server for Disaster ReCovery .........cccccccceeiinnininnns 29
1.4.1.7. Create Secondary and Tertiary stand-by VMs for HA and DR .......... 33
1.4.1.8. Upgrade APPlICALIONS ........eeeeiiiiiaaiiiiiiiiieieeee e e e e 40
1.4.1.9. Recloning Secondary or Tertiary SErver ......cccccccceevviiiccinvieeeeeeeeeenn, 41
T1.4.2. MIBINAGE ...ttt e et e et e e e e 48
1.4.2.1. Discover ProteCted SEIVEIS ...t 48
1.4.2.2. Add @ ProteCted SEIVET .......ccceiieeeiiiiiiiiiiieiie et e e e e 49
1.4.2.3. Remove the Selected SErVer ... 50
1.4.2.4. Download the Advanced Management Client ..........cccccceveveeeiiniicnnns 51
1.4.2.5. Open or View Support TICKet .........ccceoiiiiiiiiiiieeee e 52
1.4.2.6. Send Product FEedback ..........cccuveiiiiiiiiiiiiiiieee e 52
R B [ 01 (=To | = = PP PT PP PRPPTPRTI 54
1.4.3.1. Log in to VMware vSphere Client ..........oouvviiiiiiiiiiiiiiiii e, 54
1.4.3.2. Create VMware SRM Plan Step for Selected Server ..........cccceeene 54
S I o= L] PP TP PP PO 57
1.4.4.1. Configure an Internet Proxy Server for Licensing .........ccccccvveevreeenn. 57
1.4.4.2. License the Selected SErVEr .......cccccciiiiiiiiiiiiiiiieee e 58

L5, SUMMAIY et e et r s e e et et r e e e e e e tb e s e e e e anb e eaaee 60

\Y Neverfail



Administrator's Guide

G = (1SS 61
1.6.1. SUMMANY STALUS ...eetiriiiiiiae ettt e e e e e e e aeeeeas 62
1.6.2. Plan EXECULION ......uiiiiiiiiiiiee sttt sttt e e e s eee e 63
1.6.3. Applications and PlatfOrms ... 63

L7, BVEBNTS ittt e e e e e e e e e e e e e e e e e aanae 64

1.8, SEIVICES .oeeeeeiiiiiee e e e ettt e e e e e e ettt e e ee e e e e e sa s b bt e e e e e e aee e e e e annnn b aareeaaeaeeas 65
1.8.1. Ad 8 SEIVICE ...utiiiiiiiiiiee ettt a e e e e 65
1.8.2. Edit @ SEIVICE ..ccooiii ittt ettt e e e e e e e e e e e 67
1.8.3. Configure Service Recovery Options for Protected Services ...................... 68
1.8.4. REMOVE @ SEIVICE ..ooiiiiiiiiiieiiiiiiee ettt ettt ettt e e et e e e st e e e s snbaeeeeeans 69

S T B T = L TSP 69
1.9.1. Add File FIILEIS ....uveeiiii it saneee e s 71
T o 11 1 (= = PPPRRRR 72
1.9.3. REMOVE FltEIS ... 73

0 TR = To [0 1Y SRR 73
1.10.1. Best Practices for Using Volume Shadow Copy Service & DRM .............. 73
1.10.2. Configure Shadow Creation OPLiONS .........ccvvveeeriiiiiiiiiiiiieereeee e e e e e s essneeens 75
1.10.3. Configure the Shadow Copy Schedule ..., 76
1.10.4. Configure Shadow Keep OPtioNS .......cceeeeeiiiiiiiiiiiiiiiieecee e 78
1.10.5. Manually Create Shadow COPIES .......ccuuvrreiiiiiiieeiiiiiie et 79
1.10.6. Delete a ShadOW COPY ..uuceiiiiiiiiii e e e e e e e e 80
1.10.7. Roll Back Protected Data to a Previous Shadow Copy ..........cceccvvvvveeennn. 80

0 O 1= 1] PSSR 82
1.11.0. RUN NOW ottt ettt e e e e e st r e e e e e e s e s snn e ee e 83
0 O Yo [o B I 1] PSPPSR 83
L1.10.3. Edit TASK oot 84
1.11.4. REMOVE TASK .ttt e e e e e e e s ee e s 85

L2, RUIES ettt ettt e ettt e e sttt e e e s bbbt e e s e ba e e e e e e nnbe e e e s nnareee s 86
1.12.1. Check a Rule Condition ..........cccuuiiiiiiiiieee e ee s 87
1.12.2, EdIt @ RUIE .oeeieiiiiie ettt ettt e et e e e s stnaaaeeea 87

I TR =1 11 T £ SRS 88
1.13.1. Configure PIUG-INS .....ooiiiiiiiiieeiiiiie et 89
B N =Y o Y= 1 1] o | PRSP 920
1.13.3. Using WScript to Issue Alert Notifications ..........cccocveveeiiiiiiie i 91
R 3 N N 1= A I o o = PP 92
1.13.5. EMAl SELHNGS ...uvviiiiiiiiiiee ettt 93
1.13.6. WaN COMPIESSION .....eetiiiiiaiiiiiiaitieieeee e e e e e e e e e s et e e e e e e e e e e e s s sannbbebeeeeeeas 94
1.13.7. Replication QUEUE SELHNGS ...veceeeeiiiiiiiiieiie e e e s e e e e enneees 95

o [0 £ S U TRPUOSPPPRI 97

2. Managing Neverfail Continuity ENging CIUSLEIS ..........occcciiiiiiiiiieee e e e 100
3. Review the Status of Neverfail Continuity Engine Clusters and Groups ...........c.c......... 101
4. Exit Neverfail Advanced Management Client ... 102
Vi Neverfail



Administrator's Guide

5. Shutdown Windows with Neverfail Continuity Engine Installed ............cccoooeiiiiiennne 102

6. CoNtrolled SNULAOWN .......oviiiiiie it 102
Chapter 3. Configuring Neverfail Continuity ENQINe ........ccooviiiiiiiiiiiiieeeee e 104
1. Configure SEIVEr WIZArd ........coooiiiiiiiiiiiie it 104

2. Configure Maching TAENLILY ........coicuuiiiiiiiiiiie et e e e e 105

3. Configure SErVEr ROIE ... e e aaa s 106

4. Change the Client CoNNECHION POIt ..........ueiiiiiiiiiiiie e 107

5. Configure Channel 1P ROULING ........ooiiiiiiiiiiiiiiiie ittt 107

6. Configure the Default Channel Port ... 108

7. Configure Low Bandwidth OptimiZation ..........ccccceiiiiiiiiiiiiiiccece e e 109

8. Configure PUbIiC IP AdAreSSINg ......cooiiiiiiiiiiiiiiiee et e e e 110

9. Management 1P AQUIrESSING ....coiuuriiiiiiiiiii ettt s e e 111

10. Considerations for Passive Node Management Using Third Party Technology .......... 113

11. Add/Remove a Neverfail Continuity Engine License Key ..o, 113

12. Configure the MeSsage QUEUE LOGS ....ccoiiuriiiieiiiiiiieeiiiieee ettt 114

13. Configure Maximum DiSK USAQJE .........cccoiuiiiiiiiiiiiiiee e 115
Part 1. ManagemMENT .....coooiiiiiiiii et e e e e e e e e e ennnn 117
Chapter 4. Server Prot@CtION ... e e e e e e e e e e e e e e e e s annnnnes 118
1. Monitoring the Status Of SEIVEIS ......cooiiiiiiie e 118

2. Configure Neverfail Continuity ENgiNe Settings ..........coocuveiieiiiiiiiiniiiieee i 119

P N O] o 1o [N {3 = oo LSO PRP 119

2.2, CoNfIQUre FAIIOVEL ....oeeeiiiiee it e e e e e e e e e 120

2.3. Configure RESPONSE TIMES ......uiiiiiiiiiiiiaae ettt e e e e e e e e e e 121

2.4. Common Administrative Tasks in Neverfail Continuity Engine ............ccccceeeenee 122

3. FOrcing @ SWItCROVET ......cooii e 123

4. Falover VErsuS SWILCNOVET .........coiiiiiiiiieiiiie ettt 123
4.1. Configuring Failover and Active Server 1Solation .............ccccoeeiiiiiiiiiiiiiiiieieeeeenn, 124

4.2. Recover From a FailOVEr .........coooiiiiiiiiiieeeee et 128

5. SPIit-bBrain AVOIAANCE .....cooiiie it e e e e e e e e 130
Chapter 5. Network Prot@CtioN ... 132
1. Configure Public Network MONItOIING ......cooiiiiiiiieiiiiiie e 133

2. Enabling Automatic Switchover in @ WAN ........ccccooiiiiiiiiii e 134

3. Setting Max Server Time DifferencCe ... 135
Chapter 6. Application Prot@CLION .........uuiiiiiiiiiieiii et 136
1. Applications ENVIFONMENT ......ouuiiiiiiiiiiiee ittt e e e e snnneeee s 136

2. APPIICALIONS: SUMMIAIY ...eeiiiiiiiiiiieiiiiiiee ettt sttt e st e e e st e e e e s snnneeee s 136

T AN o o] [ Tor= Vo] TS Y [ = PRSP 140

A, APPICALIONS: TASKS ...eeteiiiiiiiiiie ittt e e e e e e e e e s bbb e e e e e e e e e e e e e annnees 142
Chapter 7. Data Prot@CLION ......oouiiiiiiiiiee ettt 145
I B = = B =T o] o= L1 o] o P 145
1.1. Initiate @ Full System CheECK .........ocooiiiiiiiiiice e 146

Vii Neverfail



Administrator's Guide

O - 1) A O £ =T o) R 147
1.3. Manually Initiate File Synchronization ... 148
1.4. Manually Initiate Verify and Synchronize ...........cccocccvviiiiieiii e, 149
1.5. Orphaned Files ManagemeNnt ..........coocuuiiieiiiiiiiee it 150
Part 1. REFEIENCE ...t e e e e e st ar e e e e e e e e aanne 153
Chapter 8. Other AdMINISIrative TASKS ....ooiiiiiiieiii e e e 154
1. Post Installation Configuration ...........ccccuuiiiiiieiee e e e e eanees 154
1.1. Configure the VmAdapLer PIUG-iN .....occveiiiiiiiieeiee e 154
1.2. Adding an Additional Network Interface Card ............cccccciiiiiiiiiii e, 155
2. BUSIiNess APPIICALION GIOUPS .....ueiiiiiiiiiiie ittt e e eaaeee s 155
2.1. Installing the Business Application Plug-in ..., 156
2.2. Creating a Business Application GroUp ..........cccccvvirrreiieieeeeiessiciinine e e e ee e e e e 158
2.2.1. Configuring Neverfail Engine for Business Application Group .................. 161
2.3. Editing a Business ApPlCation GrOUP .......cveieeeeiiiiiiiiiiiiieee e e e e s s ccvvnvneeeeeeee e 163
2.4. Dissolve a Business AppPlication GroUP ..........cceeeeririieeeeiiiieeeeeeiiee e 165
2.5. Business Application SWItCHOVET ............uiiiiiiiiiiiiiiiiieee e 166
2.5.1. Performing a Business Application SWItChover ............ccccccceveeeeeeiiniicnnnns 167
2.6. SItE SWILCNOVET ...ttt e e e e e e eeeeaaee e s 167
2.6.1. Performing a Sit€ SWItChOVET ..........ccooiiiiiiiiiiiiiicece e 168

2.6.2. Perform a Site Switchover when the First Server to Switch is Unavailable
.............................................................................................................................. 169
2.7. Uninstall the Business Application PIUg-iN ........ccccooiiiiiiiiiie e 169
3. Configure EVent LOG FIlES .........uuiiiiiiiiiiii e 170
4. REVIEW EVENT LOGS ..ooiiiiiiiiiiiiii it e e e e e e s sttt et e e e e e et e s st e e e e e e e e e e s s s annsrntaneeeeaaeeeneannns 170
5. Recloning Secondary Or TErtAry SEIVET .......cc.ueiiiiiiiiiieiiiiiiie et 172
5.1. Automated RECIONING ....coooiiiiiiiiee e e e e e e e s e e anenes 173
5.2. Manual RECIONING ......ocuuiiiiiiiiiiiie e 178
5.3. Scheduled RECIONING ... 179

6. Deploying Neverfail Engine 8.5 Cluster in Amazon Web Services Cloud Environment

............................................................................................................................................ 181

6.1. Installing Neverfail Engine 8.5 DR Pair in different Amazon Web Services VPCs
..................................................................................................................................... 182
7. Deploying a Passive Node in an Amazon Web Services Cloud Environment ............... 188
Chapter 9. TroubleSNOOTING ....oviiiiiiiii e 197
L. TWO ACHVE SEIVEIS .eiiiiiiiiiiie ittt ettt ettt ettt e ss e ns e e e e b e e snnee s 197
2. TWO PASSIVE SEIVEIS ...uueiiiiiiiieeeiiiiietiiitee ettt e e e e e e e s et tee ittt e e aeeesesssasssbeeaeeaaeaaeeesesannnnnes 199
3. Invalid Neverfail Continuity ENGiNe LICENSE ......cccooiiiiiiiiiiiiiiiiiiieeeee e 200
4. SYNChronization FailUrES .......c..eiiiiiiiiiiie et srreee e 201
4.1. Services Running on the PasSiVe SEIVEr ...t 201
4.2. Neverfail Channel Incorrectly Configured ..........cccooovoiiiiiiieiiie e 202
4.3. Incorrect or Mismatched Disk Configuration ...........ccccoeuvviieiiiiiiie e, 203
4.4. The Passive Server has Less Available Space than the Active Server ............... 203
Viii Neverfail



Administrator's Guide

4.5. Unprotected File SyStem FEAtUIES ........ccoiiuiiiiiiiiiiiieeiiiiee e 204
4.6. Registry Status iS OUL-0f-SYNC .....ccooiiiiiiiiiic e 205
4.6.1. RESOUICE ISSUBS .....uiiiiiiii ettt e e e e e e e e e neeeeeennnnenes 205

4.6.2. ReQiStry SECUNLY ISSUBS ....ccceiiiiiiiiiiiiiieeete e 205

T O g F= T 10 1= I B o] o 1< PR PPPRURPRR 206
5.1. PerformancCe ISSUES .......ocoiueiiiiiiiiieie ettt e et e e e e e e e e e e seneeeaeees 206
5.2. Passive Server Does Not Meet Minimum Hardware Requirements ................... 206

5.3. Hardware or Driver Issues on Channel NICS .........cccccceviiiiiie e 207

5.4, Firewall CONNECLION .....cocuviiiiiiiiiiiie ettt et e e e st e e e e enbee e e e e enneeas 208
5.5. Incorrect Neverfail Channel Configuration ...........ccccccciiiiiiiiiiiiieee e 208
5.6. Subnet/Routing ISSUES — 1IN @ LAN ....ooiiiiiiiii e 209
5.7. Subnet/Routing ISsues — 1IN & WAN ..o 210

6. MaXDISKUSAGE EITOIS ...ccciiiiiiiieiiiiiee ettt ettt ettt ettt e e et e e e e s nabae e e e e e 210
6.1. [L9]Exceeded the Maximum Disk Usage on the ACTIVE Server ...........ccccuvvneee. 212

6.2. [L9]Exceeded the Maximum Disk Usage on a PASSIVE Server ........cccccceeeeennn. 212

6.3. [L20]Out of disk space (NFChannelOutOfDiskSpaceException) .........cccccceveeernnn. 214

7. APPLCAtioN SIOWAOWN ...t e e e e e e e e eeeaaa s 214
7.1. Poor Application PerfOrmMancCe .........cc.eeeiiiiiiiiiiiiiiiie et 215
7.2. Servers Could Accommodate the Initial Load but the Load has Increased ......... 215

7.3. One Server is Able to Cope, but the Other Cannot .............ccccccvvveeieeee e, 216

7.4. Scheduled Resource INtENSIVE TASKS .....ccveiiieiiiiiiiee it 216
Chapter 10. Neverfail SCOPE Data Collector Service OVerview ...........occccuvveeieeeiieaenennnnnns 218
1. Using Neverfail SCOPE Data ColleCtor SErviCe ........cccceoiiiiiiiiiiiiiieeiieae e 218
1.1. Configuring Neverfail SCOPE Data Collector Service .............ccooeeviieinenennenn. 218
1.1.1. Configure the General tab ..........cccciiiiiiiiii e, 219

1.1.2. Configure the Data Files tab ..........ccccciiiiiiiiiie e 220

1.1.3. Configure the Connectivity tab ............cccooviiiiiiiii e, 221

1.1.4. Configure the SUPPOrt tabh ..o 222

1.1.5. Automatic Configuration ............ooocuiiiiiiiiiiie e 223

1.1.6. Manual ConfigUratioN ...........ccoiiuieereiiiiiiee et 223

1.1.7. Neverfail SCOPE Data Collector Service Parameters ............cccccvvvvveennnnn. 224

1.1.8. Configure Bandwidth Measurement .........ccccccceeeviiiicciiiiieieiiee e 227

1.2. Neverfail SCOPE Data Collector Service Network POrts ..........ccccveevviiieeeeennn, 228

1.3. Daylight SAVINGS TIME ...t a e e 228

2. Neverfail SCOPE ANalySiS REPOIS ....eeiiiiiieiiiiiiieee et 228
2.1. Neverfail SCOPE REPOIS ....cocuuiiiieiiiiiieee ittt 228
2.2. Neverfail SCOPE Graphis .......coiiiiiiiiiiiiiiiiee ittt 230
2.3. Neverfail SCOPE Performance COUNLEIS ........coeeeiiiiiieeiiiiiiieeeeiiee et e e 230

(¢ Neverfail



Chapter 1. Neverfail Continuity Engine
Administrator's Guide Concepts

Chapter 1. Neverfail Continuity Engine Concepts

Neverfail Continuity Engine is a Windows based system specifically designed to provide High Availability
(HA) and Disaster Recovery (DR) to server configurations in one solution that does not require any
specialized hardware. To appreciate the full capabilities of Neverfail Continuity Engine you must
understand the basic concepts under which Neverfail Engine operates and the terminology used.

Note

In this document, the term “Cluster” refers to a Neverfail Continuity Engine Cluster. Refer to the
Glossary for more information about Neverfail Engine Clusters.

Related information

* Architecture

* Protection

» Neverfail Continuity Engine Networking Configuration

* Neverfail Continuity Engine Communications

* Neverfail Continuity Engine Switchover and Failover Processes
* Recovery from a Failover

1. Architecture

Neverfail Continuity Engine provides a flexible solution that can be adapted to meet most business
requirements for deployment and management of critical business systems. Capitalizing on VMware
vCenter Server's ability to manage virtual infrastructure assets combined with Neverfail's application-
aware continuous availability technology, Neverfail Continuity Engine brings a best in class solution for
protecting critical business systems.

Neverfail Continuity Engine consists of the Engine Management Service that is used to deploy and
manage the Neverfail Engine service that provides for application-aware continuous availability used
for protecting critical business systems.

Using Engine Management Service, users can deploy and manage Neverfail Engine with the ability to
view Neverfail Engine status and perform most routine Neverfail Engine operations from a single pane
of glass.
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Figure 1-1. Deployment Architecture
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Neverfail describes the organization of Neverfail Engine servers based upon Clusters, Cluster status,
and relationships between Clusters. Neverfail refers to a Cluster of two servers as a Neverfail Engine
Pair or three servers as a Neverfail Engine Trio. Installing Neverfail Engine on the servers and assigning
an identity to the servers results in a Neverfail Engine Pair or Trio.

Each server is assigned both an Identity (Primary , Secondary , or Tertiary if installed) and a Role (Active
or Passive ). Identity is used to describe the physical instance of the server while the role is used to
describe what the server is doing. When the identity is assigned to a server it normally will not change
over the life of the server (except in the special case described below) whereas the role of the server
is subject to change as a result of the operations the server is performing. When Neverfail Engine is
deployed on a Pair or Trio of servers, Neverfail Engine can provide all five levels of protection (Server,
Network, Application, Performance, and Data) and can be deployed for High Availability in a Local Area
Network (LAN) or Disaster Recovery over a Wide Area Network (WAN) or both High Availability and
Disaster Recovery.

Note

The identity of an existing Disaster Recovery (DR) Secondary server can change under certain
circumstances. This is when a DR pair is extended to become a Trio. In this case, the Secondary
will be re-labeled as the Tertiary, so that the Tertiary is always the DR stand-by in any Trio.

In its simplest form, Neverfail Engine operates as a Neverfail Engine Pair with one server performing
an active role (normally the Primary server) while the other server performs a passive role (normally
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Neverfail 9Administrator's Guide the Secondary server). The server in the active role provides
application services to users and serves as the source for replication while the server in the passive
role serves as the standby server and target for replicated data. This configuration supports replication
of data between the active and passive server over the Neverfail Channel.

When deployed for High Availability, a LAN connection is used. Due to the speed of a LAN connection
(normally 100 Mb or more) bandwidth optimization is not necessary.

When deployed in a WAN for Disaster Recovery, Neverfail Engine can assist replication by utilizing
WAN Compression with the built-in WAN Acceleration feature.

Additionally, Neverfail Continuity Engine can be deployed as a Trio incorporating both High Availability
(HA) and Disaster Recovery (DR) or can be extended from an HA or DR pair to a Trio resulting in the
following scenarios:

» Primary-Secondary (HA) + Tertiary (DR)

» Primary-Secondary (HA) > extending Pair to Trio resulting in: Primary-Secondary (HA) + Tertiary
(DR)

» Primary-Secondary (DR) > extending Pair to Trio resulting in: Primary-Secondary (HA) + Tertiary
(DR)

2. Protection

Neverfail Continuity Engine provides five levels of protection to ensure that end-user clients remain
connected in the event of a failure.

» Server Protection — Neverfail Engine continues to provide availability to end-user clients in the
event of a hardware failure or operating system crash. When deployed, Neverfail Engine provides
the ability to monitor the active server by sending “I'm alive” messages from the passive server to
the active server which reciprocates with an acknowledgment over a network connection referred
to as the Neverfail Channel. Should the passive server detect that the process or "heartbeat" has
failed, it can then initiate a failover.

A failover occurs when the passive server detects that the active server is no longer responding.
This can be because the active server’s hardware has crashed or because its network connections
are lost. Rather than the active server being gracefully closed, it has been deemed to have failed
and requires no further operations. In a failover, the passive server is brought up immediately to
take on the role of the active server. The mechanics of failover are discussed later in this guide.

» Network Protection — Neverfail Engine proactively monitors the ability of the active server to
communicate with the rest of the network by polling up to three defined nodes around the network,
including by default, the default gateway, primary DNS server, and the Global Catalog server at
regular intervals. If all three nodes fail to respond, for example, if a network card or local switch
fails, Neverfail Engine can gracefully switch the roles of the active and passive servers (referred
to as a switchover) allowing the previously passive server to assume an identical network identity
to that of the previously active server. After the switchover, the newly active server then continues
to service the clients.

» Application Protection — Neverfail Engine running on the active server locally monitors the
applications and services it has been configured to protect through the use of plug-ins. If a protected
application should fail, Neverfail Engine will first try to restart the application on the active server. If
a restart of the application fails, then Neverfail Engine can initiate a switchover.
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A switchover gracefully closes down any protected applications that are running on the active server
and restarts them on the passive server along with the application or service that caused the failure.
The mechanics of switchover are discussed in more detail later in this guide.

» Performance Protection — Neverfail Engine proactively monitors system performance attributes
to ensure that your protected applications are actually operational and providing service to your end
users, and that the performance of those applications is adequate for the needs of those users.

Neverfail Engine Plug-ins provide these monitoring and preemptive repair capabilities. Neverfail
Engine Plug-ins monitor application services to ensure that protected applications are operational,
and not in a ‘hung’ or ‘stopped’ state. In addition to monitoring application services, Neverfail Engine
can also monitor specific application attributes to ensure that they remain within normal operating
ranges. Similar to application monitoring, various rules can be set to trigger specific corrective
actions whenever these attributes fall outside of their respective ranges.

» Data Protection — Neverfail Engine ensures the data files that applications or users require in
the application environment are made available should a failure occur. Once installed, Neverfail
Engine can be configured to protect files, folders, and even the registry settings of the active server
by mirroring these protected items, in real-time, to the passive server. This means that if a failover
occurs, all files that were protected on the failed server will be available to users on the server that
assumes the active role after the failover.

Updates to protected files are placed in a queue on the active server (the send queue), ready to
be sent to the passive server with each request numbered to maintain its order in the queue. Once
the send queue reaches a specific configured size, or the configured time duration has expired, the
update is sent to the passive server, which places all the requests in an array of log files termed
the receive queue. The passive server then confirms the changes have been logged by sending
the active server an acknowledgment.

The passive server’'s receive queue is then read in numerical order and a duplicate set of file
operations are applied to the disk of the passive server.

Neverfail Engine provides all five protection levels simultaneously ensuring that all facets of the user
environment are maintained at all times and that the network (the Public Network ) continues to operate
through as many failure scenarios as possible.

3. Neverfail Continuity Engine Networking Configuration

The server IP address used by a client to connect to the active server, the Public IP address, must be
a static IP address (not DHCP-enabled). In the example below, the Public IP address is configured as
192.168.1.127.
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Figure 1-2. Neverfail Continuity Engine Network Configuration
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Note

The IP addresses of all NICs on the server can be obtained using a Windows command prompt
and typing ipconfig /all.

Neverfail Continuity Engine uses a proprietary filtering system that works with the native Windows Filter
Platform to expose a set of Application Programming Interfaces (APIs) to permit, block, modify, and/or
secure inbound and outbound traffic while providing enhanced performance over previous versions of
the Neverfail Packet Filter Driver.

In a High Availability configuration, the Public NIC on the passive server uses the same IP address as
the active server but is prevented from communicating with the live network through a filtering system
installed with Neverfail Continuity Engine. This filter prevents traffic using the Public IP address from
being committed to the wire. It also prevents NetBIOS traffic utilizing other IP addresses on the NIC
from being sent to prevent NetBIOS name resolution conflicts.

When configured for Disaster Recovery (DR) to a remote site with a different subnet, Neverfail Engine
must be configured to use a different Public IP address for the Primary and Secondary servers. When
a switchover is performed, the DNS server will be updated to redirect users to the new active server at
the DR site. These updates are not required when the same subnet is used in the Disaster Recovery
Site. Neverfail Engine uses DNS Update task to update Microsoft Windows 2003, 2003 R2, 2008, 2008
R2, 2012, 2012 R2, and 2016 DNS servers with the new Public IP address. DNS Update runs the
DNSUpdate.exe to perform the following actions:

 First, DNSUpdat e must unregister the current address with all DNS servers that have an entry for
the server (this may not be all DNS servers in the enterprise). Unregistering the address involves
removing the 'A host record' from the Forward lookup zone and removing the 'PTR record' from
any relevant reverse lookup zones.

» Next, DNSUpdat e must register the new address with all DNS servers that need an entry (again
this may not be all DNS servers in the enterprise). Registering the address involves adding the
'A host record' to the Forward lookup zone and adding the 'PTR record' to the pertinent reverse
lookup zone.
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 Finally, where secondary DNS servers are present, DNSUpdate must instruct them to force a
replication with the already updated Primary servers.

The NICs on the Primary and Secondary servers intended for use by the Neverfail Channel must be
configured so that they use IP addresses outside of the Public Network subnet range. These addresses
are termed the Neverfail Channel addresses.

Important

NetBIOS must be disabled for the Neverfail Channel(s) on the active and passive servers
because the Primary and Secondary servers use the same NetBIOS name. When Neverfail
Engine installation is complete (runtime), NetBIOS will automatically be disabled across the
channel(s) preventing NetBIOS name conflicts.

The NICs that allow the connectivity across the Neverfail Channel can be standard 100BaseT or Gigabit
Ethernet cards providing a throughput of 1200Mbits per second or more across standard Cat-5 cabling.

Note

A dedicated channel requires no hubs or routers, but any direct connection requires crossover
cabling.

When configured for a WAN deployment, the Neverfail Channel is configured using static routes over
switches and routers to maintain continuous communications independent from traffic on the Public
Network.

4. Neverfail Continuity Engine Communications

The Neverfail Channel is a crucial component of the setup and is configured to provide dedicated
communications between the servers. When deploying in a pair configuration, each server in the pair
requires at least one network card (see Single NIC configuration in the Installation Guide) although two
network cards are recommended (one NIC for the Public Network connection and at least one NIC for
the Neverfail Channel connection). An additional pair of NICs may be used for the Neverfail Channel to
provide a degree of redundancy. In this case, the Neverfail Channel is said to be Dualed if more than
one dedicated NIC is provided for the Neverfail Channel on each server.
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Figure 1-3. Neverfail Continuity Engine Pair Communications
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Note

To provide added resilience, the communications for the second channel must be completely
independent from the first channel, for example, they must not share any switches, routers, or

WAN connection.
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Figure 1-4. Trio Configuration
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5. Neverfail Continuity Engine Switchover and Failover

Processes

Public

Neverfail Continuity Engine uses four different procedures to change the role of active and passive
servers depending on the status of the active server.

Note

This section illustrates the simpler cases of switchover and failover in a Neverfail Engine Pair.
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The Managed Switchover Process

A managed switchover can be initiated manually from the Engine Management Service or the Advanced
Management Client Server Summary page by selecting the server to make active and clicking the
Make Active button. When a managed switchover is initiated, the running of protected applications is
transferred from the active machine to a passive machine in the Cluster - the server roles are reversed.

Figure 1-5. Neverfail Continuity Engine Switchover Process
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The automatic procedure executed during a managed switchover operation includes the following steps:

1. Stop the protected applications on the active server. Once the protected applications are stopped,
no more disk updates are generated.

2. Send all updates that remain queued on the active server to the passive server. After this step, all
updates are available on the passive server.

3. Change the status of the active server to ‘switching to passive’. The server is no longer visible from
the network.

4. Apply all queued updates on the passive server.

5. Change the status of the passive server to 'active'. After this step, the new active server starts
intercepting disk I/Os and queues them for the new passive server. The new active server becomes
visible on the network with the same identity as the old active server.

6. Change the status of the old active server from ‘switching to passive’ to 'passive'. The new passive
server begins accepting updates from the active server.

7. Start the same protected applications on the new active server. The protected applications become
accessible to users.

The managed switchover is complete.

The Automatic Switchover Process

An automatic-switchover (auto-switchover) is triggered automatically if a protected application, which
the system is monitoring, fails.
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An auto-switchover is different from a managed switchover in that although the server roles are changed,
Neverfail Engine is stopped on the previously active server to allow the administrator to verify the integrity
of the data on the newly passive server and to investigate the cause of the auto-switchover.

Auto-switchovers are similar to failover (discussed next) but initiated upon the failure of a monitored
application. Once the cause for the auto-switchover is determined and corrected, the administrator can
use the Configure Server Wizard to change the server roles to their original state.

The Automatic Failover Process
When a passive server detects that the active server is no longer running properly, it assumes the role

of the active server.

Figure 1-6. Neverfail Continuity Engine Failover Process
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During automatic failover, the passive server performs the following steps:

1. It applies any intercepted updates that are currently saved in the passive server receive queue
as defined by the log of update records that are saved on the passive but not yet applied to the
replicated files.

The length of the passive server receive queue affects the time the failover process takes to
complete. If the passive server receive queue is long, the system must wait for all updates to the
passive server to complete before the rest of the process can take place. When there are no more
update records that can be applied, it discards any update records that it is unable to apply (an
update record can only be applied if all earlier update records are applied, and the completion status
for the update is in the passive server receive queue).

2. It switches its mode of operation from passive to active.

It enables the public identity of the server. The active and passive servers both use the same
system name and same Public IP address. This Public IP address can only be enabled on one of
the systems at any time. When the public identity is enabled, any clients previously connected to
the server before the automatic failover are able to reconnect.

3. It starts intercepting updates to the protected data. Updates to the protected data are saved in the
send queue on the local server.
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4.

It starts all the protected applications. The applications use the replicated application data to
recover, and then accept re-connections from any clients. Any updates that the applications make
to the protected data are intercepted and logged.

At this stage, the originally active server is “off the air,” and the originally passive server assumes
the role of the active server and runs the protected applications. Because the originally active
server stopped abruptly, the protected applications may lose some data, but the updates that
completed before the failover are retained. The application clients can reconnect to the application
and continue running as before.

The Managed Failover Process

A managed failover is similar to an automatic-failover in that the passive server automatically determines
that the active server has failed, and can warn the system administrator about the failure; but no failover
occurs until the system administrator chooses to trigger this operation manually.

6. Recovery from a Failover

Assuming the Primary server was active and the Secondary server was passive before the failover, the
Secondary server becomes active and the Primary server becomes passive after the failover.

Once the problem that initiated the failover is rectified it is a simple process to reinstate the Primary
server as the active server and the Secondary server as the passive server.

the Primary server as the active server and the Secondary server as the passive server.

1.

2
3.
4

11

Correct the incident that caused the failover.

. Verify the integrity of the disk data on the failed server.

Restart the failed server.

. Neverfail Engine will detect that it has not shut down correctly, and enter a Pending Active mode.

In this mode, applications are not started, and the server is not visible on public network.

The server will attempt to connect to its peers, to determine if there is an active server. If it connects
to its peers, and another server is active, it will become passive and begin replication. If it connects
to its peers and no other server is active, it will become active, and begin replication. If it doesn't
connect with its peers within 2 minutes, it becomes passive.

At this stage, the instances of Neverfail Engine running on the servers connect and start to
resynchronize the data on the Primary server.

Allow Neverfail Engine to fully synchronize. When synchronization is complete, you can continue
running with this configuration (for example, the Secondary is the active server and the Primary is
the passive server), or initiate a managed switchover to reverse the server roles in the Neverfail
Engine Pair (for example, giving the Primary and Secondary the same roles that they had before
the failover.

Perform a managed switchover.
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Chapter 2. Status and Control

Related information

* Using the Engine Management Service User Interface

» Managing Neverfail Continuity Engine Clusters

» Review the Status of Neverfail Continuity Engine Clusters and Groups
« Exit Neverfail Advanced Management Client

» Shutdown Windows with Neverfail Continuity Engine Installed

* Controlled Shutdown

1. Using the Engine Management Service User Interface

The Engine Management Service is the primary tool used for deployment and normal daily control of
Neverfail Continuity Engine. Most routine operations can be performed from the Engine Management
Service User Interface thereby providing a lightweight, easily accessible, method of conducting Neverfail
Continuity Engine operations.

1.1. Configure Connection to VMware vCenter Server

Before you begin

The Configure Connection to VMware vCenter Server feature provides the ability to select and deploy
Neverfail Engine on a powered-on VM, with VMtools running, from the vCenter inventory. Also, a
VMware vCenter Server connection is required to automatically create a stand-by Secondary and/or
Tertiary VM server from the cluster and place them on a specific Host/Datastore.

About this task

Configuring a connection to VMware vCenter Server:

Procedure

1. Click the vCenter button to display the Configure Connection to VMware vCenter Server page. The
Configure vCenter section allows you to configure the connection to VMware vCenter Server or to
remove any configured connection using the Clear button.

2. Enter the URL for the VMware vCenter Server, the username, and the password for a user account
with the minimum privileges required by EMS to operate (see KB 2901), and then click Next.
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Figure 2-1. Configure vCenter
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3. Select the default host used for Recloning Secondary or Tertiary Server. The default host
configuration is used when recloning a node to a new location that has not been defined for the
reclone operation and the EMS is unable to retrieve the original reclone target location from the
Secondary or Tertiary servers.

Figure 2-2. Select Default Host
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4. Selectthe default storage used for Recloning Secondary or Tertiary Server when the storage is not
specified and the EMS can not retrieve the storage location from the Secondary or Tertiary servers.
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Figure 2-3. Select Default Datastore

. .

1) Configure vCenier
2) Select debaull host | Select Storage
ol oo il data s hoaw This hos il bé s ed

for recioning operations
where the hostis ned
cthersise spedbed,

4) Ready i compleie

-]" Back _-I-I_ Heot _i'- Finish ]-.m .

5. Review the information in the Ready to Complete dialog and then click Finish.

Figure 2-4. Ready to Complete
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1.2. Configure VMware vCenter Converter

Before you begin

Use the Configure VMware vCenter Converter feature to convert physical Primary or VMs with a different
hypervisor than ESXi to virtual Secondary and/or Tertiary servers during the automated cloning process
used by Neverfail Continuity Engine Management Service to create the Secondary and/or Tertiary
servers.

VMware vCenter Converter 5.5 or later must be installed manually.

About this task

To configure the VMware vCenter Converter:

Procedure
1. Click the Converter button to display the Configure Connection to VMware vCenter Converter page.
The Configure Converter section allows you to configure the connection to the VMware vCenter

Converter or to remove any configured connection using the Clear button.

Figure 2-5. Configure VMware vCenter Converter
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2. Enter the URL to where VMware vCenter Converter resides.

3. Enter the Username and Password for an account with Administrator permissions on the VMware
vCenter Converter server. Click Next.
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Figure 2-6. Ready to Complete
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4. Click Finish to accept the configuration parameters.

1.3. Protected Servers

The Protected Servers pane provides a view of all servers that are currently protected by Neverfail

Continuity Engine and managed by Neverfail Continuity Engine Management Service.

To view the status of a protected server, simply select the intended protected server.

Figure 2-7. Protected Servers
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1.4. Management

The Management drop-down provides access to all of the key functions to deploy Neverfail Continuity
Engine and get Neverfail Engine up and running. It provides the ability to Deploy, Manage, Integrate,
and License Neverfail Engine.

1.4.1. Deploy

The Deploy group is focused on deployment actions and provides the functions to deploy Neverfail
Continuity Engine as a Primary, Secondary, or Tertiary server.

1.4.1.1. Configure Windows Firewall for Deployment

Neverfail Continuity Engine Management Service, by default, automatically configures Windows Firewall
rules for RPC Dynamic (recommended). In the event that a non-Windows firewall is being used, you
must manually configure firewall rules to allow for deployment and operations.

Configure the following firewall rules:
* RPC Dynamic is required to allow remote deployment.
» Ports 9727, 9728 for management from Neverfail Continuity Engine Management Service.
» Port 57348 for replicating data via the Neverfail Channel between the Primary and Secondary
servers.
Figure 2-8. Configure Windows Firewall Settings
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1.4.1.2. Deploy to a Primary Server

Before you begin

When this option is selected, Neverfail Engine is installed onto the Primary server.
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Prior to attempting installation of Neverfail Engine on the Primary server, ensure that the server meets all

of the pre-requisites stated in the Pre-Install Requirements section of the Neverfail Engine Installation
Guide.

Important

Neverfail Engine requires that Microsoft™ .Net Framework 4 be installed prior to Neverfail Engine

installation. If .Net Framework 4 is not installed, Neverfail Engine will prevent installation until .Net
Framework 4 is installed.

About this task

To Deploy Neverfail Engine:

Procedure

1. Having verified all of the environmental prerequisites are met, click on Management and navigate
to Deploy > Deploy to a Primary Server.

When deploying a Primary server, use an account with full administrator permissions to successfully
deploy the Primary server.

The Deploy Engine page is displayed.

Figure 2-9. Deploy Neverfail Engine step
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2. Enter the DNS name or IP address of the server that will be the Primary server, or select a virtual

server from the inventory. Enter credentials for a user account with full administrator permissions
on the target server and click Next.
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The Validating Install step is displayed. Neverfail Engine automatically configures Windows firewalls
to allow installation to continue and communications via the Neverfail Channel and the Neverfall
Continuity Engine Management Service.

Figure 2-10. Validating Install step

Daplay Enging

1 | [
) Select a larg el senver Validating 59%
2) Validating install
3) Sl public (prncipal) IP 0cesseS Gathering information from target.. ‘
4) Ready bo complite
|
[ Errors (o
| Warnings (0)
Irifis (0}

Cancal -

3. Once the Validating Install dialog completes and displays that the server is a valid target, click Next.

The Select public (principal) IP addresses step is displayed.

Figure 2-11. Select public (principal) IP addresses step

Deploy Enging

1) Seled alargel senver
2) Validating install [ 182188005 select Public (Principal) IP Addresses

A PUBIE (Principal) IF addresses Ll 10216806 Selectwhich BOrEsSes 278 10 Be Vsible to clients. These wl be
4) Ready bo cornplibe duplicated on HA stand-by seners.

'you have alreacy Miocated addresses for the channel, these
should be unchecked.

I'you have alfeacy allocated 300resses dedicaled 1o Managing Mis
server alene, these should be wnchecked

Back M Cancel

4. Verify that the proper IP address for the Public IP address is configured/selected and that the check
box is selected. Click Next.
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The Ready to complete step is displayed.

Figure 2-12. Ready to complete step

Darploy Engine
1) Select a targel Server

HF |
2) Validating install LD o

A 1 1
| ) 5elect public (principal) IP addresses IFAddresses 192168.015

i 4) Ready to complete

Ready to Complete
Engine will be deployed on the specfied target sener.

Engine will discover applications which it can protect and prolecied applications will have their sendces
set to manual to allow them to be managed.

Hext Steps: After the Primary install has completed, you can chodse 10 create a stand-by VM for
high-availability lecally, and'or for disaster recowery using a host at a remote location,

__ Bak [_Finish_] [_Cancal

5. Review the information and click Finish.

The installation of the Primary server proceeds.

6. Once installation of the Primary server is complete, in the Protected Servers pane, select the

Primary server to display the Server Summary page .

1.4.1.3. Upgrade the Selected Server

Before you begin

Neverfail Continuity Engine Management Service provides a simple process incorporating a wizard to
upgrade from previous versions of the product.

Procedure

1. From the Management drop-down, navigate to Deploy > Upgrade the selected server.

21

The Upgrade Engine page is displayed.
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Figure 2-13. Upgrade Engine

Upgrade Engine

jRIoNelcleden e Server cluster to upgrade: lj-psc67U1.eng.cj ‘

2) Validating upgrade

3) Ready to complete Enter the name of @ local administrator account for the server

Enter the password for the account

[ I confirm that ne users are logged on to the Primary, Secondary (or Tertiary) Servers

(®) Upgrade all server nodes in cluster (recommended)
() Upgrade only a specific server in the cluster

Upgrade
Account and User Access Control (UAC)
If you have UAC enabled on the target server, you must use the built-in local Administrator account

If UAG is not enabled, you may use any local account with membership in the local Administrators group on the
target server.

All server nodes (Primary, Secondary and Tertiary if relevant) will be upgraded, unless a single node upgrade is
selected

Single node upgrades should only be used where upgrade of the whole cluster has failed, for example because
of connection loss during upgrade. Single node upgrades require a unique management IP address assigned to
the node.

Please see KB 2886 before using single node upgrade

Cancel

2. Enter the name of the local Administrator account and password. After confirming that no users are
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logged into the Primary, Secondary (or Tertiary) servers, select the check box.

It is mandatory to have the same the local Administrator account and password on all of the Engine
nodes in the cluster, for a successful full cluster upgrade.

Select to either upgrade all server nodes or only a specific server in the cluster. Click Next.

Single node upgrades should only be used in the event the upgrade of the whole cluster has failed.
If you select to upgrade only a specific server in the cluster, you must configure a Management IP
address on the target server prior to attempting the upgrade. A new instance will then be added in
the Protected Servers list represented by the management IP.

The Validating upgrade step is displayed.
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Figure 2-14. Validating upgrade step
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4. Once validation is complete, click Next.

The Ready to complete step is displayed.

Figure 2-15. Ready to complete step

Upgrade Engine

1} Previde crecentials
2) Validsing upgrade

IpReady o complele

Haostname of senver fa be upgraded  NFCEBE

Ready to Complate

Engine will be upgraded on all server nodes of the specibed largel cusier,
Protecied apphcations will continue 1o nan, but HA and DR protection will b unanmilable Suring the upgrade.

The upgrade process can take from 30 minuies 10 3 numéer of hours. Many faciors afedt the dursiion,
including bandwidh Betwsen the Sustir AOGEE and e pemsimands of S&fers and storage.

Al data verifyfsynchronisabion is perfarmed aer the upgrade process which could increase this time
You miry want 1 plan 10 UpGrsde during ofi-Rours if ihe protecded dalasets are very large.

5. Review the information and click Finish to initiate the upgrade of the selected cluster or single

server.
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1.4.1.4. Uninstall from the Selected Server

About this task

The Neverfail Continuity Engine Management Service allows you to uninstall Neverfail Engine from a
selected cluster.

To uninstall from the selected server:

Procedure

1. Select the intended server and from the Management drop-down, navigate to Deploy > Uninstall
from the Selected Server.

The Uninstall Engine step is displayed.

Figure 2-16. Uninstall Engine

Uninstall Engine

Enter the name of a local administrator account for the server x -
Uninstall Engine
Enter the password for the account
To uninstall, the Primary Server

must be active. Engine will be
[] I confirm that no users are logged onto the Primary, Secondary (or Tertiary) Servers removed from all servers in the pair

or trio.

Secondary To avoid IP address and name

conflicts, passive virtual servers can |
be deleted automatically

(On earlier versions, selecting either
VM to delete will apply to both.)

(#) Reconfigure host name and IP address. New host name U,-ps-SEC-DZF.‘JF
— Alternatively, passive servers will be

(®) Disable NICs renamed, and NICs disabled or IP |

- address altered
(L) Change Public IP address. New IP address

(On earlier versions, passive virtual
servers will be shutdown instead.)

Account and User Access
Control (UAC)

If you have UAC enabled on the
target server, you must use the
built-in local Administrator account |

If UAC is not enabled, you may use ‘
any local account with membership |
in the local Administrators group on |
the target server.

Cancel |

2. Select one of the available (and applicable) uninstall options for Secondary (and Tertiary - if
present).

» Delete VM (Recommended, requires vCenter) - this option will delete the VM.

» Reconfigure host name and IP address - specify the new host name for the formerly passive
server.

This option is only available if you attempt to uninstall a v8.1 or later cluster from Neverfail Continuity
Engine Management Service v8.1 (or later).

3. Choose one of the available options:
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+ Disable NICs - this option will uninstall Engine and disable all the existing NICs on the formerly
passive server. The server will be shutdown and removed from the domain if it was previously
a domain member.

e Change Public IP address - this option will uninstall Engine then configure the newly specified
IP address on the formerly passive server. The server will be left running.

In both cases, the passive server(s) will be removed from the domain.

4. After verifying that no users are logged onto the Primary, Secondary, or Tertiary (if installed) servers,
select the confirmation check box and provide the local Administrator account valid on all servers.
Click OK.

The Uninstall Validation process will start. If no issues are found, Neverfail Engine is uninstalled
from the Primary, Secondary and Tertiary (if installed) servers.

1.4.1.5. Add a Stand-by Server for High Availability

About this task

The Add a stand-by server for high availability feature is used to create a Secondary server when
deployed for high availability. Deploying for high availability means that failover will occur automatically
when the active server fails. This feature can also be used to add a stand-by server for high availability
to an existing disaster recovery pair. In this case, the new server will become the Secondary server and
the existing Secondary/DR server will be re-labeled as the Tertiary.

To add a stand-by VM for high availability:

Procedure

1. On the Neverfail Continuity Engine Management Service user interface, click the Management
drop-down and navigate to Deploy > Add a stand-by Server for high availability.

The Add a Stand-by Server for High Availability page is displayed.

2. Select clone type — select to use either automated cloning (recommended) or manual (using a third-
party cloning tool) to clone a specific server. Click Next.
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Figure 2-17. Select Clone Type step

Add a Stand-by Server for High Availability

1) Seled clone ype
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2) Select channgl IP addresges 9 w J
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4) Select storage (optional)

5) Provide additional netwark selings (optional) Select Clone Type

&) Ready to complebe The stand-by sener will be crealed by doning, The cloning operation can gither be aviomaled

or manual. Automated cloning is recommeended but requires eithar: |

a) A conmecBon to vCerter is configured, The stand-by senver will be crealed a3 a VI The
source senver Vi and the target host are both managad by this instance of vGanter.

or

B) Connactions ta vCanter and Vitware Cormverar are configurad. The stand-by sercer will Be
created @ a VM.

It sutomiated cloning ks not suitable, you can parform the doning manually, &.9. using a 3rd-
party cloning tood

The Select channel IP addresses step is displayed.

. Select the NIC which is to host the Channel IP addresses. Enter the Channel IP addresses for the

Primary and Secondary servers. Manually enter the subnet mask or leave blank to set to the default
subnet mask. If you are adding high-availability to an existing DR pair, enter the IP addresses and

associated information for the Secondary-Tertiary and Tertiary-Primary (when deployed) Channel.
Click Next.

If the IP addresses chosen are not already present on the server's NICs, they will be added
automatically.
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Figure 2-18. Select Channel IP Address step
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The Select a host (optional) step is displayed.

4. Select the Datacenter and Host where the Secondary server will be created and click Next.

If the Primary server is a virtual machine, then the Secondary server should be on a separate host

to protect against host failure.

Figure 2-19. Select Host step
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- |

The Select Host step is displayed.
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5. Select a storage location for the virtual machine. Click Next.

The option to provide additional network settings is not available if Engine is deployed on a Windows

based server.

Figure 2-20. Select Storage step

Ai0d a Stand-by Server for High Availability
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The Select Storage step is displayed.

6. Click Finish to initiate installation of the Secondary server.
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Once installation of the Secondary server is complete, automatic reconfiguration of the Secondary
server will take place requiring only a few minutes to complete.
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Figure 2-21. Ready to Complete step
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The Vi will be cloned 1o the specified localion
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The Ready to complete step is displayed.

7. Once complete, perform Post Installation Configuration tasks listed in this guide.

1.4.1.6. Add a Stand-by Server for Disaster Recovery

About this task

The Add a stand-by server for disaster recovery feature is used to create a Secondary server when
deployed for disaster recovery. A Secondary server created for disaster recovery will typically be located
at a different site from that of the Primary server. By default, automatic failover is disabled between the
active and passive servers. This feature can also be used to add a stand-by server for disaster recovery

to an existing high availability pair.

To add a stand-by server for disaster recovery:

Procedure

1. On the Neverfail Continuity Engine Management Service user interface, click the Management
drop-down and navigate to Deploy > Add a stand-by server for Disaster Recovery.

The Add a stand-by server for disaster recovery page is displayed.
2. Select either of the following and click Next:
» The public (principal) IP address will be identical to the Primary server.

» The public (principal) IP address will be different than the Primary server. Here you can set up
the new public IP address (IP, subnet mask, gateway and preferred/alternate DNS servers).
You must also add credentials to be used for updating DNS.
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Figure 2-22. Select Public IP Address step
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) Configure: halpar Vi (oplicnal)
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subnets, the DR server requines a
separate public IP address.

In this case, an account capable of
updating the DN S sarvers must be

specified.

On swilchowar or failover, DNS servars will
then ba updated with the IP address of the

achive sarver.

The Select Channel IP Addresses step is displayed.

. Enter the Neverfail Channel IP addresses for the Primary and Secondary servers. Manually enter

the subnet mask or leave blank to set to the default subnet mask. If you are adding Disaster
Recovery to an existing pair, then enter the IP Addresses and associated information for the
Primary-Tertiary and Secondary-Tertiary channels. Click Next.

Figure 2-23. Select Channel IP Addresses step
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A persistent static route should be configured for the channel connection where routing is required

|
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The Select Clone Type step is displayed.

4. Select whether to clone the Primary server to create a Secondary server and power-on the
Secondary server or to clone the Primary server to create the .vmdk files to be ported manually to
the DR site. Additionally, you can select to perform a manual clone using a third-party cloning tool

to clone a specific server. Click Next.

If you have selected to move the .vmdk files, this refers to where the files will be created, not the

final destination.

Figure 2-24. Select Clone Type step
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M you have 8 rekabe, high-bandwidih Connectssn 1o remote Sile, you ¢an choode 1o créate the DR Vil directly
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The Select Host step is displayed.

5. Select a Datacenter and Host for the virtual machine. Click Next.

If you have selected to move the .vmdk files, this refers to where the files will be created, not the

final destination.
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Figure 2-25. Select Host step
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The Select Storage step is displayed.

6. Select the storage location for the virtual machine. Click Next.
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The option to Configure helper VM (optional) is not available if Engine is deployed on a Windows

based server.

Figure 2-26. Select Storage step
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7. Review the information on the Ready to Complete step and if accurate, click Finish to create the
Secondary server.

Figure 2-27. Ready to Complete step
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1.4.1.7. Create Secondary and Tertiary stand-by VMs for HA and DR

About this task

This feature works to extend capabilities of Neverfail Continuity Engine to incorporate both High
Availability and Disaster Recovery by deploying both a Secondary server (for HA) and a Tertiary server
(for DR).

To deploy Secondary and Tertiary VMs for High Availability and Disaster Recovery:

Procedure

1. On the Neverfail Continuity Engine Management Service, navigate to the Management > Deploy
drop-down and select Create Secondary and Tertiary stand-byVMs for HA and DR.
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Figure 2-28. Configure Secondary VM step
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The Create Secondary and Tertiary VMs for High Availability and Disaster Recovery page is
displayed.

2. Review the information in the step and then click Next.

Figure 2-29. Select host step
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The Select host step is displayed.

3. Click on the appropriate Datacenter to display all available hosts. Select the intended host for the
Secondary server and then click Next.
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Figure 2-30. Select storage step
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The Select storage step is displayed.

4. Select the intended datastore for the Secondary VM, and then click Next.

Figure 2-31. Configure Tertiary VM step
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The Configure Tertiary VM step is displayed.

5. Review the contents of the step and then click Next.
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Figure 2-32. Select public IP address step
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The Select public IP address step is displayed.

6. If the public IP address will be different than the Primary server, select which NIC this should be
assigned to and add a static IP address and the subnet mask. Additionally, add the Gateway IP,
Preferred DNS server IP, and the user name and password of an account used for updating DNS
servers. Click Next.

Figure 2-33. Select VM move type step
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The Select VM move type step is displayed.
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7. Review the definitions of the options and then select whether the VM will be transferred manually

or not. Click Next.

Figure 2-34. Select host step
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The Select host step is displayed.

8. Click on the appropriate Datacenter to display all available hosts. Select the intended host for the
Tertiary server and then click Next.

Figure 2-35. Select storage step
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The Select storage step is displayed.

9. Select the intended datastore for the Tertiary VM, and then click Next.
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10.

11.
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Figure 2-36. Configure channel networking step
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The Configuring Channel Communications step is displayed.

Review the contents of the step and then click Next.

Figure 2-37. Primary-Secondary step
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The Primary-Secondary step is displayed.

Select the appropriate network adapter and then enter the channel IP addresses for Primary-

Secondary communications. Click Next.
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Figure 2-38. Secondary-Tertiary step
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The Secondary-Tertiary step is displayed.

12. Select the appropriate network adapter and then enter the channel IP addresses for Secondary-
Tertiary communications. Click Next.

Figure 2-39. Tertiary-Primary step
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The Tertiary-Primary step is displayed.

13. Select the appropriate network adapter and then enter the channel IP addresses for Tertiary-
Primary communications. Click Next.
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14.

Figure 2-40. Ready to complete step
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The Ready to complete step is displayed.

Review all of the summary information on the step. If any errors are found, use the Back button
to navigate to the step with the error and correct it. If no errors are found, click Finish to deploy
the Secondary and Tertiary servers.

1.4.1.8. Upgrade Applications

About this task

This feature prepares the upgrade of protected applications on a Neverfail Continuity Engine cluster.

The upgrade of protected applications is done manually on the Primary server, while the passive servers
are disconnected or powered down. Once the protected applications are upgraded on the Primary
server, the cluster can be redeployed using the Recloning Secondary or Tertiary Server.

Note

The Upgrade applications feature prepares the cluster for the upgrade procedure, the user having
to execute all the steps manually.

The upgrade procedure can be started by selecting the Application upgrade option in the Management
> Deploy menu.
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Figure 2-41. Upgrade Applications
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The following steps are required in order to safely upgrade a protected application:

Procedure

1.

Carefully read the procedure described in the Application Upgrade dialog and check the | have
read the upgrade procedure described above check-box. Checking the safety check-box will
enable the Finish button.

Click Finish to close the dialog.

The Neverfail Continuity Engine service will be shut down on all the servers in the cluster.

. Disconnect or shut down the passive servers.

The current Secondary and Tertiary servers will not be used anymore but should be kept as backup,
in case the application upgrade procedure does not go as planned.

Perform the upgrade on the desired application on the Primary server.
Restart the Neverfail Continuity Engine once the application has been upgraded successfully.
Reclone the Secondary and Tertiary servers.

Use the Recloning Secondary or Tertiary Server to safely redeploy the Secondary and Tertiary
servers (if applicable). The old passive servers can be either discarded or stored for backup
purpose.

1.4.1.9. Recloning Secondary or Tertiary Server

The Reclone Secondary or Tertiary Server feature allows the administrator to perform a server reclone,
either in place or scheduled. The Secondary node, Tertiary node or both Secondary and Tertiary
nodes can be redeployed using this feature, while the Primary node needs to be active to serve as
source for the recloning operation. This feature is available in the Management menu, at the bottom
of the Deploy section.
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Note

You can find out more about the use cases in which the Engine's recloning use is recommended
here: When to Use Neverfail Patch Management Options.

When triggering a server reclone, certain prerequisites must be met before the procedure starts:
* the Primary node is running (active) and serving applications

« for automated recloning: the Configure Connection to VMware vCenter Server must be set up
correctly in the Engine Management Software

« for automated recloning: VMware vCenter Server Converter must be configured if the Primary node
is not a VMware virtual machine

When the above prerequisites are met, the cluster is in the Ready State. The Engine cluster may be
complete or incomplete: any of the passive servers, Secondary or Tertiary may be present or not.

Recloning Passive Nodes With Configured Static Routes - Supported scenarios:
* |Pv4 static routes created using the r out e command.

The r out e command is used to view and modify the network routing tables of an IP network. For
example:

route add 192. 168. 33. 63 mask 255. 255. 255. 255 192.168.33.254 IF 12 -p

The above command adds a persistent static route for the 192.168.33.63 destination IP address,
associated with the NIC interface defined by index 12, using the 192.168.33.254 address as next
gateway.

* All the single NIC deployments.

* All virtual-to-virtual (V2V) deployments, where the passive nodes recloning is done via VMware
vCenter cloning method.

* All virtual-to-virtual-to-virtual (V2V2V) deployments, where the passive nodes recloning is done via
VMware vCenter cloning method.

» Automated, Manual and Scheduled Automated recloning options, considering the above conditions
are met.

The Reclone Secondary or Tertiary Server feature provides three cloning options in the Select clone
type section:

» Automated Recloning
* Manual Recloning

» Scheduled Recloning

Automated Recloning
The Automated Recloning task is completely handled by either vCenter Server or vCenter Converter.

This option is available when choosing the Select automated cloning (recommended, requires vCenter)
option when configuring the clone type.
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Figure 2-42. Select automated cloning
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The cloning task is completely handled in an automated manner by either vCenter Server or vCenter
Converter, providing that the vCenter Server connection, including the Default Host and vCenter
Converter connection, if needed, have been properly configured.

The automated recloning task can handle the clones using two different approaches:

e Create and power-on the DR cloned VM automatically after cloning. This option is suitable
when a high-bandwidth connection is available to the target clone host. It is recommended to make
sure that you can successfully clone a VM to the remote host before using this option.

» Create a temporary powered-off DR cloned VM locally, so that the VMDK files can be
transferred manually. This option is suitable when the cloned VM will be moved manually to the
new host (for example using detachable storage or FTP to transfer the VMDK files).

Once the automated cloning option is chosen, the nodes to be cloned are available for selection in the
Select nodes page.
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Figure 2-43. Select nodes
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A full cluster reclone will clone the available passive nodes. If the cluster has a Tertiary node besides
its Secondary, the partial cluster reclone option is available. This allows the recloning of only the
Secondary or Tertiary nodes, or both, if selected so.

The selected nodes can be cloned to the same location as the original nodes or to a new host configured
in the Select location page.

Figure 2-44. Select location
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The location for each selected node can be configured as follows:

¢ Reclone to the current location. Uses the current location of the selected node as clone host.
The Delete the original VM option allows the replacement of the selected node with its new clone.
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« Reclone to a new location. Allows the selection of a new host and storage for the node's clone.
When choosing this option, the Select host and Select storage sub-sections will be available:

— The Select host page allows you to choose a target host through VMware vCenter Server,
where the new clone will be created. The clone will be powered-off after creation. The host
selection is available for each node marked for recloning.

Figure 2-45. Select host
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— The Select storage page allows you to select the storage location for each node. When creating
powered-off clones for manual transfer, the VMDK files of the cloned VMs will be stored here.

Figure 2-46. Select storage
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Note

If the new location has not been configured for the recloning job or the EMS is not able
to retrieve the original reclone target location from the Secondary or Tertiary nodes, the
VMware vCenter Server Default Host will be used for the target reclone location. The Default
Host needs to be configured in the Configure Connection to VMware vCenter Server.

The Ready to complete page shows the summary of the recloning task. The automated recloning task
will be executed immediately after its configuration, as soon as the cluster is in a ready state.

Manual Recloning

This cloning task is manually executed by the user. The manual recloning task can be executed at any
time after its configuration, when initiated by the user.

Figure 2-47. Reclone manual cloning
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Once the manual cloning option is chosen, the nodes to be cloned are available for selection in the Select
nodes page. Just like in Automated reclone, a full cluster reclone means that all available passive
nodes will be cloned (manually, by the user). If the cluster has a Tertiary node besides its Secondary, the
partial cluster reclone option is available. This allows the recloning of only the Secondary or Tertiary
nodes, or both, if selected so.

The Ready to complete page shows the summary of the recloning task. The task will not be executed
unless initiated by the user.

Scheduled Recloning

Allows the scheduling of a recloning task that executes in the same manner as the Automated recloning
option, but at a specified time and using the specified repetition pattern.
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Figure 2-48. Select scheduled automated cloning
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Note

Scheduled recloning may not be available for Engine clusters upgraded from older versions until
at least one automated reclone operation is performed before using the Scheduled recloning

feature.

After selecting the Scheduled automated cloning option, the Select schedule page offers the possibility

to enable the schedule and configure it.

Figure 2-49. Select schedule
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The automated recloning execution date can be programmed as follows:

Once every month. The reclone task is executed in the selected day of every month.

Twice every month. The reclone task is executed in the two selected days of every month. Note
that the execution days always have a two weeks period between them (unless the first execution
is set to the 14th of the month, then the second execution will be triggered in the last day of the
month, regardless of how many days the month has).

Every second week. The reclone task can be scheduled to run once in two weeks, on the selected
day. This allows a greater flexibility for scheduling two weeks reclone intervals without taking in
consideration the length of the months.

The time of the execution set using the following options:

Starting at. The reclone task is executed at the selected hour during the planned execution day(s).
The Engine will wait for the cluster to be in the ready state within the span of the selected hour. If
the cluster becomes ready for recloning within the time frame, the reclone task will be executed.
If the cluster does not enter the ready state within the 60 minutes time frame, the reclone task will
not be executed.

Some time between the hours. The reclone task is executed in the time frame between the
selected hours, as soon as the cluster is in the ready state. If the cluster does not enter the ready
state within the specified time frame, the reclone task will not be executed. This option allows the
configuration of a time frame bigger than 60 minutes in which the cluster can be ready for recloning.
The original passive nodes can be deleted after cloning if the Delete original VM option is selected.

A schedule can be reset (or cleared) using the Clear Schedule button available in the top side of the
page.

The Ready to complete page shows the summary of the recloning schedule and the reclone task that
will be performed.

Note

As the Scheduled recloning procedure is depending on the time of Primary node, it is mandatory
that the time is correctly configured on both EMS and Engine.

1.4.2. Manage

The Manage drop-down provides key management abilities such as to Discover Protected Servers, Add
a Protected Server, Remove the Selected Server, and Download the Advanced Management Client.

1.4.2.1. Discover Protected Servers

About this task

Neverfail Continuity Engine Management Service provides the ability to perform discovery to identify
all Neverfail Engine Clusters.

To discover protected servers:
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Procedure
1. From the Management > Manage drop-down pane, click Discover Protected Servers.

The Discover Server dialog is displayed.

Figure 2-50. Discover Protected Servers dialog

Discover Protected Servers
Eriter a range of IP addresses in which 1o search
Begin 192.168.1.1
End 192.168.1.254
Potbumber  [a727
Enter the credentials for connecting to the saners.
Domain accounts should use [ syntax usermameBoomain, dapending o he DC configuration the domain may need [o be the NETEICS demain,
Usemname Administrator
Password E -
[izasee |
0 servers found
Cancel |

2. ldentify the IP address range to search by adding a beginning and ending IP address in the Begin
and End fields.

Neverfail recommends leaving the Port Number field with the default port unless the default port is
in use by another application and a custom port has been configured.

3. Add a username and password used to connect to Neverfail Engine in the Username and Password
fields.

If the username is a domain account, use the following format: username@domain.xxx
4. Click Search to run Neverfail Engine server discovery.

The Neverfail Continuity Engine Management Service displays all Neverfail Continuity Engine
clusters discovered. Discovered items will be added automatically to the Protected Servers pane
in the background.

5. Click OK or Cancel to dismiss the Discover Protected Servers dialog.

1.4.2.2. Add a Protected Server

About this task

Neverfail Continuity Engine Management Service allows you to add individual protected servers which
may be part of a cluster.
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Procedure

1. Click Add a Protected Server in the Management > Manage drop-down pane to add a server.

The Add Server dialog is displayed.

Figure 2-51. Add Server dialog

Add Server

Add a protected server to be managed

Enter the hostname (or Public IP address) and port number

Host [192.168.0.5

Port Mumber 9727

Enter the credentials for connecting to the server

Domain accounts showld use the syntax username@domain

Lsername | Administrator

Password [m |

| ok || cancel |

2. Enter the hostname or IP address of server to be added in the Host field.

Neverfail Continuity Engine Management Service recommends leaving the Port Number field with
the default port unless the default port is in use by another application and a custom port has been
configured.

3. Click OK to add the Neverfail cluster.

The Neverfail Continuity Engine Management Service adds the Neverfail Engine cluster to the
Protected Servers pane of the Neverfail Continuity Engine Management Service Summary page.

1.4.2.3. Remove the Selected Server

About this task

The Neverfail Continuity Engine Management Service provides the ability to remove specific Neverfail
servers from the Neverfail Continuity Engine Management Service Protected Servers pane.

Procedure

1. Select the server to be removed from Protected Servers pane of the Neverfail Continuity Engine
Management Service.

2. Select Remove the Selected Server in the Management > Manage drop-down pane.
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The Remove Server dialog is displayed. You are prompted to verify that you want to remove the
selected server from management by the Neverfail Continuity Engine Management Service.

Figure 2-52. Remove Server dialog

Remove Server

Are you sure you want to stop managing the
selected server from Meverfail CE Management
Senice? 1

Ok |[ Cancel

3. Click OK.

The intended Neverfail Engine server is removed from the Neverfail Continuity Engine Management
Service Protected Servers pane.

1.4.2.4. Download the Advanced Management Client

About this task

The Download the Advanced Management Client feature is used to download the Advanced
Management Client (Client Tools) to a workstation or server for remote management of Neverfail Engine.

Procedure

1. Select the Download Advanced Management Client feature.

Figure 2-53. Download Advanced Management Client

» Management
[+ Deploy
El Manage
&) Integrate

ﬁ@ License

H! Discover protected servers
EH Add a protected server

lﬁ Remove the selected server

b ., RS

Frimary

a{!: Download the Advanced Management Client
> Open or view support ticket
m E! Give product feedback

2. Select a target location for the downloaded file using the dialog navigation features.

3. Click Save.
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1.4.2.5. Open or View Support Ticket

About this task
This feature allows you to open a new support ticket or view the details of an already opened one.

To open a new support ticket of view an existing one, use the Open or view support ticket option in
the Management > Manage menu.

Procedure
1. Click the Open or view support ticket option.
The Neverfail support portal will open in a new browser tab.

2. Log in the support portal using the appropriate credentials. Once inside the support portal, follow
the normal procedure for creating tickets and viewing the status of existing ones.

1.4.2.6. Send Product Feedback

About this task

This feature allows you to send your Continuity Engine feedback to Neverfail.
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Figure 2-54. Send Product Feedback

Phone No. | : |

Timezone | (UTC-06:00) Central Time (US & Canada) |~

Prefemed contactime [ Korming lvi

Summary | | o

Detail

ok | [ cancei |

To send your feedback for the Neverfail Continuity Engine product, click the Give product feedback
option from the Management > Manage menu.

Procedure
1. Click the Give product feedback menu option.
The Send Product Feedback dialog will open on screen.
2. Enter the following details in the dialog fields.

* Name (required)

Email (required)
* Phone number

e Time zone

Preferred contact time

« Summary (required): a short, one line description of the feedback.

Details (required): your detailed feedback regarding the Neverfail Continuity Engine product.

3. Click OK to send your feedback to Neverfail.
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1.4.3. Integrate

Neverfail Continuity Engine Management Service allows you to easily integrate some VMware vCenter
functionality directly from the Neverfail Continuity Engine Management Service user interface.

1.4.3.1. Log in to VMware vSphere Client

Neverfail Continuity Engine Management Service provides the ability to log in to the VMware vSphere
Client directly from Neverfail Continuity Engine Management Service to manage VMware resources.

To log in to VMware vSphere Client;

Using the Neverfail Continuity Engine Management Service user interface, select Log in to VMware
vSphere Client. A browser is launched providing access to the VMware vSphere Client.

Figure 2-55. VMware vSphere

VMware vSphere

Welcome

Getting Started For Administrators

If you need to access vSphere remotely, use the following program
to install vSphere Client software. After running the installer, start
the client and log in to this host.

vSphere Web Client

vSphere Web Client allows you to manage
virtual machines and view your virtual

« Download vSphere Client infrastructure through a web browser.

S + Log in to vSphere Web Client
If you need more help, please refer to our documentation library: g

Web-Based Datastore Browser

+ vSphere Documentation
B Use your web browser to find and download

files (for example, virtual machine and

virtual disk files).

» Browse datastores in the vSphere
inventory

For Developers

vSphere Web Services SDK

Learn about our latest SDKs, Toolkits, and
APls for managing VMware ESX, ESX), and
WMware vCenter. Get sample code,
reference documentation, participate in our
Forum Discussions, and view our latest
Sessions and Webinars.

» Learn more about the Web Services SDK

= Browse objects managed by vSphere

1.4.3.2. Create VMware SRM Plan Step for Selected Server

Before you begin

« The Neverfail Neverfail Continuity Engine Management Service installed on vCenter Server in the
Recovery and Protected Sites

« Microsoft PowerShell 2.0 installed on all SRM servers that will run command files, for example the
SRM Servers in the Recovery and Protected sites

* The PowerShell Execution Policy must be set to RemoteSigned on all SRM Servers, use the
following PowerShell command:

PS C.\> Set-ExecutionPolicy RenoteSigned
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About this task

This feature works to extend capabilities of VMware's Site Recovery Manager (SRM). While SRM
provides the ability to failover virtual servers to a secondary site, this feature integrates Neverfail Engine
physical or virtual servers into the failover process as a natural step in the SRM Site Recovery Plan
executed by SRM. It works by allowing the administrator to create an SRM Step that can be added to
the SRM Site Recovery Plan thereby allowing servers protected by Neverfail Engine to participate in
failover of servers protected by Site Recovery Manager.

Procedure

1. Launch the Neverfail Continuity Engine Management Service user interface.

2. Select a Neverfail Engine server in the left pane to be added to the SRM Site Recovery Plan.

Important

If the server is a member of a cluster, then select the server from the cluster which is
to switchover first. All members of a cluster will switchover when a single member server

receives the switchover command.

3. Clickthe Management > Integrate > Create VMware SRM Plan Step for Selected Server button.
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The Create a Plan Step for VMware vCenter Site Recovery Manager dialog is displayed.

Figure 2-56. Create SRM Plan Step

I Create a Plan Step for Vihware vCenter Site Recovery Manager

Create a scripl to initiate a switch-over of NFVE.abod bocal as part of an SRIM recovery plan

Requires Pousershall V2 on the SR servar and permmission for polershall Sonpis io run focally witholt Signimd,. For sensers which ang members
of Business Appiication Groups, &l members of a growp will faifover or ssitchover fogather. I s recommendoed fo add only the First fo swich’
sanvar of & group fo the SRM plan

@ suthentication token generated for switch-over of MFVE, abod local

1) Choose which server the script will make active. This depends on which server is located on the site for which you are creafting a plan. In
arder b rmake thee Serder active on @ither se. you will rbquine two Saiiphs « one fof #ach option

() Make Primary server active (%) Make Secondary (or Tertiary) server active

21 Ifyou want the plan to wait for the server to become adive, enfer the number of seconds. Otherwise, enfer 0.

MK e 1o wWait: o

3) Enter alternate |P addresses by which the SR server can reach the server when passhe. Mulliples are separaled by commas,

Alternate |P addresses: 192.168.0.25

4)  Hfyouw want to log script oulput to a Ble on the SRM server, enter the path here otheosise leave blank Recommended for SRM 5.0
Log file For command; [ ent_srm_tog b '

5) The scriptshould be saved and copied to the SRM senver on the same site as the sener being made active. For SRM 5.0, the scripts must
have Identical names and locations on each SRM server. Use the Save As._ bulfon to save tas a batch file.

[ save as..

6] Paste this command into the recovery plan in the SR dient, engwning it matches where you have placed the sonipt on the SR sener
cwindows\systemdZicmd.exe o ccinf_make_active_NFVS.abcd.localbat

| close
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10.
11.

12.
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. Select the server to be controlled by the SRM Plan. This depends on which server is located at

the site for which you are creating a plan. To make the server active on either site, you will require
two scripts - one for each option.

If the SRM Plan Step is being created on the site where the Primary server is located, select Make
Primary Server Active. If the SRM Plan Step is being created on the site where the Secondary
server is located, select Make Secondary server active.

. If you want the SRM plan to wait for the Neverfail Engine server to switchover and become active

before the plan continues with the next step, enter the number of seconds to wait in the Maximum
time to wait field.

If the Maximum time to wait is set to zero, execution of the SRM Plan will continue without waiting
for the Neverfail Engine server to become active.

Alternate IP addresses are configured on each server in the Neverfail pair so that SRM can switch
the servers even when the Protected Site cannot be contacted, for example in times of disaster.
Enter the Alternate IP address that will be used by SRM to contact the Neverfail Engine server in
the Alternate IP addresses field, separate multiple IP addresses with a comma. These IP addresses
are typically added to the servers as Management IP Addresses.

. If you want to log the script output to a file on the SRM server, enter a path in the Log file for

command: field (recommended for SRM 5.0), otherwise, leave the field blank.
Generate two scripts using the SRMXtender Plug-in.

» Generate one script with Make Primary Server Active selected.

» Generate one script with Make Secondary Server Active selected.

The scripts should be saved as . bat files with each being saved to a file share on the SRM server
in the same site as the server being made active. Click the Save As button to save the script as
a. bat file.

For SRM 5.0, the scripts must have identical names and locations on each SRM server.
Launch the VMware vSphere Web Client and connect to the Recovery vCenter Server.

Navigate to Home > Solutions and Applications > Site Recovery Manager and select the
intended Recovery Plan.

Select the Recovery Steps tab.

Figure 2-57. SRM Edit Command Step

Furropry Sog et Taed: St Pk Compdet e Mo

O 1. et Protectad Vrtusl Madhares o Proteimed Site “Site Resrvery bor SRM Racevery ool
& 2 Prepare Borsge

41 3 Susperd Morrorbc sl Vbl Macdhees

T 4, Medsage: Bwcoverre Fascal 590 sereer
B 5 Comeard: COW DO S Lrpshem X omd ok ol bat
T b Aeciwer Hagh Prarty Virkual Matteed

VB 7, Raoenr Mol Prionty Wtesl Madhees

B

5. e Lom ey e ochoes

W Reggwer Ro Powey On Virkual Fachnes
T 10 Meikage: Teit eevcvnry comglete. Masse wirlly the mucoeds of the tedt. When. . Command: Yot onidy
SO 1 Cearnp Vbl Madhings Post Bt CopwIDw Etemiimd wew o ¢ bat] = | Test orily
B 12 menums Mool Vil Madheres Tt oy
s [ 1) Resat Storaos Poat Test Teat ordy
(=] o |
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13. Add a Command Step at the desired point in the Recovery Plan, for example before the Recover
High Priority Machines Step if the applications running on these servers depend upon the physical
server.

14. In the Add Command Step dialog enter: C:\W NDOWB\ systenB2\cnd. exe lc
<path_to_saved file>\<file_nane>. bat
<path_ to_saved_fil e> is the path where you have saved the \ <fi | e_name>. bat file at step 9.

15. Click OK.

Repeat the step creation process for each Neverfail pair that is to participate in the Site Recovery
Plan.
1.4.4. License

The Neverfail Continuity Engine Management Service user interface provides the ability to license your
Neverfail Continuity Engine cluster using a simple wizard.

1.4.4.1. Configure an Internet Proxy Server for Licensing

About this task

For organizations that use an Internet Proxy, the Configure Internet Proxy Settings dialog provides the
ability to configure settings for the proxy to allow Neverfail Engine licensing to successfully complete.

To configure for use with an internet proxy:

Procedure

1.
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Provide the hostname or IP address of the proxy, the port humber, and if required account
credentials.

Figure 2-58. Configure Internet Proxy Settings

Configure Inteérnet Proxy Seitings

An Intirmet connection is required from Neverfail CE
Managemen! Serdce when you ane selecting licenses to apply.

i you require an Inbarned proxy, enter the datails below.

[#1 Use a praxy senver

HostMame or IP Address | 152 168.1.211

Forf Kumber eng1

I.{ Use the following credeniials

User Hame

Passward 000 | eeeeedeis

ok || cancel ||

Neverfail



Administrator's Guide

Chapter 2. Status and Control

1.4.4.2. License the Selected Server

About this task

Licensing is performed via the Neverfail Continuity Engine Management Service.

Note

Automated licensing of Neverfail Engine requires use of the internet. If your organization uses
an internet proxy, configure proxy information in the Management -> License > Configure an

Internet proxy server for licensing dialog.

Procedure

1. To add alicense for Neverfail Engine, navigate to the Management drop-down and click on License
> License the Selected Server.

Figure 2-59. Apply License page

| Apply License

1) Enter extranet credentials

2) Accepl EULA
| 3) Selact hcense
| 4) Ready to apply license
| 5) Apply BoBnze

l EULAACceptance: -

Enter your email address. For the automated licensing option bilow, use your Nevertail account

|en:|lr|e@r\ever|a :ul1'| | || Remember email address

(=) Apply & licensa from your Nevarfail account (requires interned connection)
Enber the passwong

() Manualy enter a license key

Licensing Engine on CE-primary (Signature: 4ZUH4G62)

Thank you for your inferest. If you have not already purchased a license, phaase contact Neverfail i you have
purchased a license, plaase provide your cradentals to acoess your licenses

Prowuy seftings can be configured if a direct intarnat connection is not available to Meverfail CE Managament
Service. See Management=License... [{ you have no Internet connection or need to reset your extranet
password, please contact Neverfsd support or emal supporti@neverail com.

Contact Neverfail support

Cancel | ‘

« If there is an Internet connection from the Neverfail Continuity Engine Management Service,
select Apply a License from your Neverfail account, enter your Neverfail account password

and press Next.

« If there is no Internet connection from the Neverfail Continuity Engine Management Service,
you can obtain a license key from Neverfail. Select Manually enter a license key, enter the
key and press Next.
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Figure 2-60. Manual License Entry

Apply License

1) Enler exiraned credentials

2} Accept EULA Enber your grnail address. For the automaled licensing option bilow, use wour Nevartail account

3) Selact license |Elnﬂ|n2@r=sverfa!cm'n ] Remember emad addeess
4} Ready 1o apply licanse

5) Apply brense ©) Apply 8 license trom your Neverfail secount (requires Intarmat connection)

(%) Manualy enter a license key
Enter the license key

| ABCDE-12345-ABCDE-12345-ABCDE-12345

Licensing Engine on CE-primary (Signature: 4ZUH4Q62)

purchased a license, please provide your credenbals to acoass: your licensas.

Proxy seftings can be configured if & direct Internet connection is not available to Neverfail CE Management
Senica. See Management=License... If you have no Infemet connection or nead to reset your exiranst
password, please contact Neverladl support or emall support@neveriail com.

Contact Neverfai suppor

Thank you for your inferast If you have not already purchased a license, please contact Nesarfail if you hava

EULAAccaptance: - Mext Cancel

2. In the Accept EULA step, read the EULA content and accept the terms of the agreement using the
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| Accept Terms of the License Agreement checkbox.

« If the Apply a License from your Neverfail account option is used, once the license agreement
is accepted and the Next button is clicked, the Apply License wizard will continue with step 3.

« If the Manually enter a license key option is used, once the license agreement is accepted and

the Next button is clicked, the Apply License wizard will continue with step 5.

Figure 2-61. Accept EULA

Apply License

1) Enter exiranet credential

NEVERFAIL END-USER LICENSE AGREEMENT

Bl fcen=s This End-User License and Support Agreement (EULA or “Agreement’), made and entered inio as of

1=

4) Ready 1o apply license the Effective Dale, is a legal agreement between you, either an individual or an entity (Licensee”) and
{a) Nevarfail LLC. if Licensee residas in the Uinited States ("Neverail”) or (b) Meverfail Ltd. i tha
51 Apply oence Licens e resides oulsice e Unied States (Heverail), This Agreement se1s 1o e lerms and

conditions under which Meverail licenses certain of its s oftware products and prosides ralated
Suppon sendces o Licensee, Licens ¢ acknowledges thal Licensee has read Mewerfail's Suppon
Sendces Agreement ("SSAT), made available to Licensee on Newerfails website, www neverfail.com

BAFORTANT-READ CAREFULLY: BY DOMWHNLOADING, INSTALLING, OR USING THE SOFTWARE
LICENSEE AGREES TO BE BOUND EYTHE TERMS OF THIS END USER LICENSE AGREEMENT
(EULAAND THE SSA IF LICENSEE DOES NOT AGREE TO THE TERMS OF THIS EULA, DO NOT
DOWNLOAD, INSTALL, OR USE THE SCFTWARE

1. DEFINITONS

1.1 "Confidental Infonmaton” means all non-public infarmation provded by of relating 1o a Disceser
oritz affilistas and includes, without limitation, aither pary's source code, customer lists, products,
product readmaps, financial information. busines s information and marketing strategies disclosed in
witien or other angible form (including on magnetic media) or by electronic, oral, wsual or other
Means.

1.2 "Delivery Date” maans the data tha Software Licenza Keyis provided to Licensaa to allow
Licens ee 1o download the Licens ed Sofwarne for electronic dalivern:

1.3 Designated Computer{s)” means the senens ) or procas 5065 ) on which the Licensed Sofwana
will bie inztalied and thatwill be configured not to excesd the Cuantity s pecified in each Furchase
Ordar.

1.4 Dischoser means a party, including its Representatives. that dizcloses Confidential Information o | ¥

[ | Accapt Terms of the License Agreement

EULAAccaptance: - Back { Canel
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3. In the Select License step, from the table of licenses, select the license to apply based on the
features required. Licenses already used for the selected cluster are shown as Applied. Click Next.

4. Review the Ready to Complete summary information and click Next.

5. On the Apply License step, click Finish.

1.5. Summary

The Summary Page contains multiple panes that provide the current status of the server, the version
of the cluster, and details about licensing of the cluster.

The Neverfail Continuity Engine Management Service identifies the current active server and provides
the status of Replication, the Application State, the File System State, and the Client Network State of
servers in the cluster.

Figure 2-62. Summary Page

Mevertal CE Management Senvice F : i Clent 8330048 §
Pictectia S i CEpnmary [_smam | Fvens | Seevces l Omta | Shadows | Tasis | Fues | Sesngs || [ Acsees | Updated 01 20adPM g5 .
O CE-prmacy

Rratus Summary Slaban
Frimary Secondar; Name CE-premasy
= ProcectVeren D VB S (0048
Licerse Sratud D Expess in 418 cays (Senae signasuny ADUHACAD
Actve Server & Freany
- Apphcaon Sute 0 Seied - 0K
Chere Netwer S o
Promany Shatd O Bapicans
Data on Primary & Achv
Secondary St @ Foepl
O = Data o Secondsry ) SyrPeonded - Recovary Port (hecondi) 00
Tertary Stk O Eepic
Phan Enecuton Dt o Torbaary @ Syrcreonzed - Recovery Pord (recends) 00
Applcatons and Plems
1] St
e D o
rina O o
9 o
Y3l 9 ox
4 fema
Wl CL Manageenent Serdor Tk
e — CE-pemary et Now 08 100442 GAT 2017 P56%  Chacking whemer SM1 i natied =
Upgrade s ler CE -pewm.aary Wied Mow O 10021 00 GMT 2017 & 0% Searkng Engine on barged an e PRMAY 3 erver [
FroE 1§ Err CE -pam.ary Wt Mow 0 100505 GAIT 2017 @ 1W00%  Ealuatieg Target Model for CE-prim.ary =0
[a] =

The Neverfail Continuity Engine Management Service supports multiple language translations for its
user interface elements and presented information. The top-right drop-down menu allows you to change
the language of the Engine Management Service without reloading the user interface.

Figure 2-63. Change Language Menu

cient85.30048 3 [EEELBE

Updated: 0904 Bl 7
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1.6. Status

The Status pane provides a view of the currently selected server pair or trio.

The Status pane displays a graphic representation of the currently selected cluster and what the cluster
is doing. Additionally, it displays which of the servers are active, the status of replication, and the direction
of replication (for example in a pair, Primary to Secondary or Secondary to Primary).

Figure 2-64. Status Pane

Status

Frimary Secondary

Tertiary

The Status pane also allows you to see the cluster IP schema by checking the Show IP Addresses
check-box.

Figure 2-65. Displaying the IP Schema

Status
Frimary Secondary
182.168.78.11
ﬁ 100071 10.0.0.12
1044 44 44 1055 55655
Tertiary
T0.44 44 45 {10.55.55.56
E Show |P Addresses  Public address Channel addrezs
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Hovering the mouse cursor above any node of the cluster in the Status pane will display the IP details
for the hovered node.

Figure 2-66. The IP Details on Cursor Hover

Status

Primary Secondary
102.168.70.11

100,071 10.0.0.12

Primary Server
Senvice started: Wed, Mov 08, 2017 at 10:21:03

Public |P Addresses:
192.162.78.11

1044
Pri-Sec Channel P Addresses:
10.0.0.11

h
h
h
(=51

MNIC Etherneti
DME Servers: :
E Show b _yooo1 ldrezz

MIC Ethernetl

Plan Exec
Pri-Ter Channel IP Addresses:
10,44 44 44

1.6.1. Summary Status

The Summary Status pane provides a status of all operations currently being performed on the server
cluster.

The Summary Status pane displays the status of replication, synchronization, the application and
network state, license status, and the installed version of Neverfail Engine.
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Figure 2-67. Summary Status pane

Summary Status

Mame CE-primary

Data on Secondary Synchronized - Recovery Point (seconds): 0.0

Tertiary Status Replicating

Product Version & ves5(30033)
License Status ﬁ Expires in 424 days (Server signature: 4ZUH4062)
Active Server & Primary
Application State @ Started - OK
Client Network & ok
Primary Status & Replicating
Data on Primary & Active
Secondary Status € Replicating

o

o

o

Data on Tertiary Synchronized - Recovery Point (seconds): 0.0

1.6.2. Plan Execution

The Plan Execution pane displays plans being executed by Neverfail Engine.

Plans are sequences of actions required to perform functions such as switch-over or installing a new
plug-in. Plans can be executed in response to user action (such as Make Active) or automatically (such
as failover). The Plan Execution pane will display the progress of the plan as it is executed. Once the
plan is complete, it is removed from the Plan Execution pane.

Figure 2-68. Plan Execution pane

Making SECONDARY active

[»]

0 Stop applications and stop application monito. ..

() Stop passive server monitaring on the SECON..

<""'Smp replicating from PRIMARY to SECONDAR...
Stop replicating from SECONDARY to TERTIA...
Hide the PRIMARY server from the netwark
Hide the TERTIARY server from the network
Reveal the SECONDARY on the network

[«]

Start replicating from PRIMARY to TERTIARY w...

1.6.3. Applications and Platforms

The Applications and Platforms pane displays the currently installed protected applications and their
status. It also shows the health status of platforms such as the OS and hardware.

63 Neverfail



Administrator's Guide Chapter 2. Status and Control

Figure 2-69. Applications and Platforms

Applications and Platforms

FilaServar Q@ oK-oK

Syzterm @ ok-oK

User Definad @ 0K Finished DMNSupdate (SECONDARYY in 47400ms with stalus Completed with exit cod

1.7. Events

The events that Neverfail Engine logs are listed chronologically (by default) on the Events page, the
most recent event appears at the top of the list with older events sequentially below it.

Figure 2-70. Events page

Neverfall CE Management Senvice

cwatgsioe 3 EEEDEE

Protected Sarvers i il CEprimary [ Status Everis | Services | Data | Shadaws Tasks Rules | Settngs | [ = Achong ] Updaled: Or5239PM 52 B
0 CE-prmary | :
| hams s Time Hede G
6 | Login Wed Nov 08 10:21:55 GMT 2017 FRIMARY [ login by Administrator |
) | hetwork Menitering Ping Established Wed New 08 10.21:37 GMT 2017 PRIMARY Connection roen server b [192.168.75.10] estabished.
D | Plan Execulion Comphlad Wad Mo 05 1002124 GMT 2017 FRIMARY Thiz plan hes no acions and just conleine updaled serverion
@ | Plan Execution Started Wad Now 05 10:21:24 GMT 2017 FRIMARY This plsn hizs no achiens and |ust containg updated serverions]
@0 | Plan Execuion Completed Wed Nov B8 10:21:23 GMT 2047 PRIMARY Plan Title: Connecting o actae PRIMARY
4 | Avanced compression acivated Wed New 05 1002140 GMT 2017 SECONDARY | [¥1] Advanbed comprassion has been actvalad o s senver.
) | Advanced comprezsion acivaled. Wed Nov 05 1002110 GMT 2017 TERTIARY [ 1] Advaneed comgrassion Frs beon acivabed on this carvar.
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The events listed in the Event page show the time the event happened, its importance, the type of event
that triggered the log, and its detail. Since the detail in the data grid is truncated, the full detail of the
entry can be found in the lower portion of the pane when an event is selected.

There are four categories of importance of events that Neverfail Engine is configured to log:

Icon Definition

X

operation of the system.

These are critical errors within the underlying operation of Neverfail Engine and can be considered critical to the

@

Warnings are generated where the system finds discrepancies within the Neverfail Engine operational
environment that are not deemed critical to the operation of the system.
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Icon Definition

@ System logs are generated following normal Neverfail Engine operations. Review these to verify the success of
Neverfail Engine processes such as file synchronization.

0 Information events are similar to system logs but reflect operations carried out within the graphical user
interface rather than operations carried out on the Neverfail Engine Server service itself such as logging on etc.

1.8. Services

The status of all protected services is displayed on the Services page. The status shows both the target
and actual state for all servers in the cluster and the Failure Counts for each server.

Figure 2-71. Services page
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The target state of protected services can be specified for the active and passive server(s), and is
typically Running on the active and Stopped on the passive(s). Services depending on protected
services are managed (for example, started and stopped) by Neverfail Engine but not monitored (for
example, not restarted if stopped by some external agency). Services upon which protected services
depend are monitored (for example, restarted if stopped) but not managed (for example, not stopped
if protected applications are stopped).

1.8.1. Add a Service

About this task

To protect a service that was not automatically added by Neverfail Engine during installation, the service
must be added through the Neverfail Continuity Engine Management Service and be in a Running state.
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To add a service:

Procedure

1. Select the Service tab and then click Add at the lower right of the pane.

Figure 2-72. Add Service
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2. Select the service and set the Target State on Active server and Target State on Passive server
values. Normally, the Target State on Active server is set to Running and the Target State on
Passive server is set to Stopped. User defined services configured with a target state of Running
on both active and passive servers do not stop when Stop Applications is clicked.

66

To make Neverfail Engine monitor the state of the service, select the Monitor State check box. To
let Neverfail Engine manage the starting and stopping of the service, select the check box. Neverfail
Engine also lets you assign three sequential tasks to perform in the event of failure. Task options
include the following:

Restart Applications — Restarts the protected application.

Switchover — Initiates an automatic failover to the currently passive server.
Recover Service — Restarts the service.

Log Warning — Adds an entry to the logs.

A User Defined task, created in the Tasks page, as a Rule Action task type.

vSphere Integration\RestartVM — Cleanly shuts down and restarts the Windows OS on the
target VM.

vSphere Integration\ TriggerMigrateVM — Depending on the parameters specified it can be
vMotion, enhanced vMotion or storage vMotion.

vSphere Integration\ TriggerMigrateVMandRestartApplications — Same as TriggerMigrateVM
+ application restart.
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» vSphere Integration\ TriggervSphereHaVmReset — Communicates with vCenter Server to
reset the virtual machine, but does so using the vSphere HA App Monitoring mechanism. This
is potentially more robust, but requires the VM to be on an vSphere HA cluster with Integrate
with vSphere HA Application Monitoring enabled in the VmAdaptor plug-in settings.

Rule Action tasks are additional user defined tasks previously created by the user and must be
created on the active Neverfail Continuity Engine server

4. Assign a task to each of the three failure options and after all selections are made, click OK to
dismiss the dialog.

When dependent services are involved, actions to take on failure should match the protected
service. If a service fails and the failure option is set to Restart Applications, all applications are
restarted.

1.8.2. Edit a Service

About this task

To change the options of a protected service, select the service listed in the pane and perform the
following steps:

Note

Only user defined services can be configured regarding the target state, Monitor State, and
Manage Starting and Stopping. The plug-in defined services cannot be edited in this sense. Only
their recovery actions can be edited.

Procedure
1. Click the Edit button at the lower portion of the pane.

The Edit Service Protection dialog appears, which provides a subset of same options available
when a new service is added.

2. After making modifications, click OK to accept the changes.
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Figure 2-73. Edit Service Protection
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3. To unprotect a User Defined service and stop monitoring the service, click on the Services tab.
Select the service and click Edit.

4. Clear the Start and stop service when starting and stopping protected applications check box, and
then click OK.

1.8.3. Configure Service Recovery Options for Protected Services

About this task

Neverfail Continuity Engine Management Service provides the ability to configure the Service Recovery
Options for services that are protected.

Procedure
1. Navigate to the Services page.

2. Click the Edit button. Select the action to take for the 1st, 2nd, and 3rd instance of failure. Click OK.
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Figure 2-74. Edit Service Protection
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1.8.4. Remove a Service

About this task

To remove a service, select the service in the pane and perform the following steps:

Note

Only user defined services can be removed. Plug-in defined services can not be removed.

Procedure

1. Select the user defined service to be removed and click Remove at the lower portion of the pane.
The user defined service is removed from the list of protected services.

1.9. Data

Neverfail Continuity Engine can protect many permutations or combinations of file structures on the
active server by the use of custom inclusion and exclusion filters configured by the administrator.
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Note

The Neverfail Continuity Engine program folder holds the send and receive queues on the active
and passive servers, and therefore should be explicitly excluded from the set of protected files.

You can view replication status and manage data replication through the Data: Replication Queues.

Figure 2-75. Data page
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The Replication Queues pane — The statistics of the connection with regards to the data sent by either
server and the size of the active server’s send queue and passive server’s receive queue are displayed.

The Data Traffic pane — The Data Traffic displays the volume of data that has been transmitted across
the wire from the active server to the passive server.

The WAN Data Compression pane — Neverfail Continuity Engine offers WAN Compression as an
optional feature to assist in transferring data fast over a WAN. When included in your Neverfail Engine
license, WAN Compression can be configured through the Settings page. The Data page provides a
quickly accessible status on the current state of WAN operations, identifies the compressed channel,
and displays the amount of compression that is being applied currently and since the start.
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1.9.1. Add File Filters

About this task

Administrators can add filters to include additional files or folders in the protected set or to exclude a
subset of files or folders within the protected set.

To add a user defined File Filter to add or exclude files from the protected set, perform the following
steps:

Procedure
1. Click the Add button to open the Add File Filters dialog.

Figure 2-76. Add Filter
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2. Filters to protect user defined files and folders are defined by typing the complete path and pattern
or by specifying a pattern containing wildcards.

The filter pattern field will autocomplete any path once the user starts typing. The autocomplete
feature searches the Primary node drives for directories in order to suggest the most probable path.

The two forms of wildcard available are *, which matches all files in the current folder or **, which
matches all files, subfolders and the files in the subfolders of the current folder. After the filter is
defined, subsequent inclusion filters may be added.
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Note

Neverfail Engine “vetoes” replication of a few specific files and folders such as the Neverfail
Engine installation directory or the System32 folder. If you create an inclusion filter that
includes any of these off-limits files or folders, the entire filter is vetoed, even if you have
created an exclusion filter to prevent replication of those files or folders.

3. Click Add as Inclusion Filter to add the files matching the pattern to the protected files set or Add
as Exclusion Filter to exclude the files matching the pattern from the protected files set.

1.9.2. Edit Filters

About this task

User defined Inclusion/Exclusion filters can be edited to enable/disable the filter using the Neverfail
Continuity Engine Management Service.

To Edit a user defined Inclusion/Exclusion Filter:

Procedure

1. Select the filter and click the Edit button located under the filters pane on the Data page.

Figure 2-77. Edit Inclusion Filter
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2. Edit the value in the New Filter text box by typing over the current file filter definition or select to
enable/disable the filter.

3. Click OK.
Plug-in defined filters can only be edited to enable/disable the filter.

The file filter is changed and becomes active.
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1.9.3. Remove Filters

About this task

To Remove a user defined filter:

Note

Plug-in filters can not be removed.

Procedure

1. Toremove an Inclusion filter or Exclusion filter, select the filter in the Filter pane and click Remove.

1.10. Shadows

The Neverfail Continuity Engine Data Rollback Module (DRM) provides a way to rollback data to an
earlier point in time. This helps mitigate problems associated with corrupt data such as can result
from virus attacks. Before configuring or using any of the DRM features accessed through this page,
Neverfail recommends that you read and follow the steps described in the section immediately below,
Best Practices for Using Volume Shadow Copy Service & DRM.

1.10.1. Best Practices for Using Volume Shadow Copy Service & DRM

About this task

The Volume Shadow Copy Service (VSS) component of Windows 2008 and later takes shadow copies
and allows you to configure the location and upper limit of shadow copy storage.

Note

Decide which volume to use for storing Shadow Copies before using DRM because you
must delete any existing shadow copies before you can change the storage volume. Neverfail
recommends that a separate volume be allocated for storing shadow copies. Do not use a volume
to store both Neverfail Engine protected data and unprotected, regularly updated data.

Procedure

1. To configure VSS, right-click on a volume in Windows Explorer, select Properties, and then select
the Shadow Copies tab.
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VSS is also used by the Shadow Copies of Shared Folders (SCSF) feature of Windows 2008Rz2,
and consequently, some of the following recommendations are based on Microsoft™ Best Practices
for SCSF.

For example: do not write backups of data (even temporarily) to a volume that contains Neverfail
Engine protected files, as that increases the space required for snapshots.

2. In accordance with the following guidelines from Microsoft: Select a separate volume on another
disk as the storage area for shadow copies. Select a storage area on a volume that is not shadow
copied. Using a separate volume on another disk provides two advantages. First, it eliminates the
possibility that high I/O load causes deletion of shadow copies. Second, this configuration provides
better performance.

3. Be sure to allocate enough space for the retained shadow copies.

This is dependent on the typical load for your application, such as the number and size of emails
received per day, or the number and size of transactions per day. The default is only 10% of the
shadowed volume size and should be increased. Ideally, you should dedicate an entire volume on
a separate disk to shadow storage.

Note

The schedule referred to in the Volume Properties > Shadow Copies > Settings dialog
is for Shadow Copies for Shared Folders. This is not used for DRM - the DRM schedule
is configured in the Rollback Configuration pane of the Neverfail Advanced Management
Client.

4. Configure the schedule to match your clients' working patterns. Considering both the required
granularity of data restoration, and the available storage.

DRM provides a means of flexibly scheduling the creation of new Shadow Copies, and the deletion
of older Shadow Copies. Adjust this to suit the working-patterns of your clients and applications. For
example, do clients tend to work 9am-5pm, Monday-Friday in a single time zone, or throughout the
day across multiple time zones? Avoid taking Shadow Copies during an application's maintenance
period, such as Exchange defragmentation, or a nightly backup.

In selecting how frequently to create new shadow copies, and how to prune older ones, you must
balance the advantages of fine-granularity of restorable points-in-time versus the available disk
space and the upper limit of 512 Shadow Copies across all shadowed volumes on the server.

5. Perform a trial-rollback.

After DRM is configured, Neverfail recommends that you perform a trial-rollback, to ensure that you
understand how the process works, and that it works correctly.

If you do not select the option Restart applications and replication, then you can rollback to Shadow
Copies on the passive server without losing the most recent data on the active server.

6. Start the application manually to verify that it can start successfully using the restored data.
Note the following:
» The application is stopped on the active during the period of the test.

« Following the restoration of data on the passive, it becomes active and visible to clients on
the network.
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After the test is complete, shut down Neverfail Engine on both servers. Use the Server
Configuration Wizard to swap the active and passive roles, and then restart. This re-synchronizes
the application data from the active to the passive, and allows you to restart using the application
data as it was immediately before the rollback.

Monitor Neverfail Engine to identify any Shadow Copies that are discarded by VSS.

If DRM detects the deletion of any expected Shadow Copies, this is noted in the Neverfail Engine
Event Log. This is an indication that VSS reached its limit of available space or number of Shadow
Copies. If many Shadow Copies are automatically discarded, consider adding more storage, or
reconfiguring your schedule to create and maintain fewer shadow copies.

1.10.2. Configure Shadow Creation Options

About this task

These options set the frequency for shadow creation on the passive and active servers respectively.

Note

No shadows are created when the system status is Out-of-sync or Not Replicating.

Procedure

1. Create a shadow every...

This drop-down list controls how frequently a shadow copy is taken on the passive servers, the
default setting is every 30 minutes. When the shadow is actually taken is also controlled by Only
between the hours: and Only on the days:, if either of these are set then shadows are taken at the
frequency defined by this drop down list but only within the days/hours defined by them.

2. Create a shadow on the Active once per day at...
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If the check box is cleared, then no shadows are automatically created on the active. If it is selected,
then a Shadow is taken each day at the time selected from the drop down list. The Shadow is taken
with “application co-operation”, which means that if the application protected by Neverfail Engine is
integrated with VSS, it is informed before the shadow is taken and given the opportunity to perform
whatever tidying up it is designed to do when a VSS Shadow is taken.

Note

It is possible to select a time outside of the Only between the hours: range. This prevents
creation of the shadow.

Whether a shadow is actually taken is also controlled by Only between the hours: and Only on the
days:, if either of these are configured, then a shadow is taken only within the days/hours defined
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by them. The following two options limit the number of shadows taken during periods when the
data is not changing.

3. Only between the hours...

If this check box is selected, then the range defined by the two drop down lists are applied to the
automatic creation of shadows on either on the passive server(s) (as controlled by Create a shadow
every:), or on the active server (as controlled by Create a shadow on the Active once per day at:).

For example, to limit shadow captures to night time hours, you can define a range of 20:00 to 06:00.
4. Only on the days...

When the check box is selected, the range defined by the two drop down lists is applied to the
automatic creation of shadows either on the passive server(s) (as controlled by Create a shadow
every:) or active server (as controlled by Create a shadow on the Active once per day at:).

For example, to limit shadow captures to weekend days, you can define a range of Saturday to
Sunday.

Note

The shadow copy information location is configurable. The default location ensures that the
information location includes a copy of the necessary file filters to be used in a rollback.
Neverfail recommends that the default setting be used for shadow copy information location.

Figure 2-78. Shadow Creation Options
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1.10.3. Configure the Shadow Copy Schedule

About this task

DRM can create and delete shadow copies automatically according to a configurable schedule. The aim
of the schedule is to provide a balance between providing a fine-granularity of rollback points-in-time
on the one hand, and conserving disk space and number of shadow copies on the other. To achieve
this balance, the available configuration options reflect the observation that recent events generally are
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of more interest and value than older ones. For example, the default schedule maintains one shadow
from every day of the last week, and one shadow from every week of the last month.

Neverfail Engine can be configured to automatically create shadow copies by performing the following
steps:

Procedure

1. Navigate to the Shadows page and click Configure.

The Configure Shadow Schedule dialog appears.

Figure 2-79. Configure Shadow Schedule
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2. Select the Create and maintain shadows automatically check box.

7

The Create and maintain shadows automatically check box controls the automatic creation and
deletion of Shadow copies. When selected, automatic Shadow copies are created and deleted in
accordance with other user configuration settings. When cleared, you can still manually create,
delete, and rollback shadow copies from the Shadow pane.

Note

Configure the schedule to suit your clients' working patterns; the required granularity of data
restoration, and the available storage.

Select the frequency and time periods for creating shadows. (See Configure Shadow Creation
Options, above.).

. Select the shadows to keep or remove from earlier time periods. (See Configure Shadow Keep

Options).

The Volume Shadow Copy Service (VSS) component of Windows 2008/2012, may automatically
delete old shadows because of lack of disk space even when the Create and maintain shadows
automatically check box is not selected.
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1.10.4. Configure Shadow Keep Options

About this task

The purpose of the following three options is to reduce the number of older shadows while preserving
a series, which spans the previous 35 days.

Manually created shadows are not deleted automatically, but VSS deletes old shadows (whether
manually created or not) whenever it requires additional disk space for the creation of a new shadow.
When manually created shadows match the criteria for keeping a shadow from a particular time period,
automatic shadows in close proximity are deleted. For example, a manually created shadow is not
deleted, but can be used for the “keep algorithm”.

Procedure

1. For earlier in the current day, keep shadows only at an interval of...
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If the check box is selected, then only the first shadow is kept for each interval as defined by the
value (hours) selected from the drop-down list. Earlier in the current day means since Midnight and
older than an hour. The intervals are calculated from either at Midnight or if Only between the hours:
is selected, then from the start hour. For shadows taken before the start time (as the start time may
change), the interval is calculated backwards again starting at the start time.

. For earlier days in the current week, keep only the shadow nearest...

If the check box is selected, then only the shadow nearest to the time (24 hour clock) selected from
the drop-down list is kept for each day. Earlier days in the current week means the previous seven
days not including today (as today is covered by the above option). A day is defined as Midnight
to Midnight.

If a shadow was taken at 5 minutes to midnight on the previous day it is not considered when
calculating the nearest.

For earlier weeks in the current month, keep only the shadows nearest...

If the check box is selected, then only the shadow nearest to the selected day is kept for each week.
Earlier weeks in the current month means the previous four weeks not including either today or the
previous 7 days (as they are covered by the above two options).

To calculate the “nearest”, an hour is required. The calculation attempts to use the selected time
from For earlier days in the current week, keep only the shadow nearest: if it is selected, otherwise
the Only between the hours start time is used if it is selected, finally, when neither of these options
are configured, Midnight is used.

All automatic shadows taken more than 35 days ago are deleted. The intervening 35 days are
covered by the above three options.
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Figure 2-80. Shadow Keep Options
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1.10.5. Manually Create Shadow Copies

About this task

Shadow Copies can be created manually using the steps below:

Procedure

1. In the Shadow pane of the Shadows page, click Create (Primary), Create (Secondary) or if
present, Create (Tertiary).

A Shadow Copy is created on the selected node.
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Figure 2-81. Create Shadow Dialog
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1.10.6. Delete a Shadow Copy

About this task

Should the need arise to delete shadow copies, follow the procedure below:

Procedure

1. To delete a shadow copy, select it in the Shadow pane of the Shadows page. Click Delete. The
selected shadow copy is deleted.

1.10.7. Roll Back Protected Data to a Previous Shadow Copy

About this task

Should the need arise to roll data back to a previous point in time, perform the following:

Procedure

1. Go to the Shadow pane of the Shadows page and select an existing Shadow from the Primary,
Secondary, or Tertiary server list and click Rollback.
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2. Adialog is presented allowing you to create a shadow immediately before the rollback, and select
whether to restart applications and replication after the rollback.

Figure 2-82. Rollback to Shadow dialog

| Rolback to Shadow on SECONDARY at Thu Feb 9 2017 03208:36 PM

| [#] Create shadows before rollback

L I Restart applicaions and replication after roliback

Pratected applications and replication will be slopped prior to rallback
You must cloge and application clienls or management wlilities running locally.
Following the roliback, the server on which it eCccured will be made actve.

[ ok [ cancer |

Note

Electing to create a shadow before the rollback means that if you change your mind, you
can restore to the most recent data.

Choosing to restart applications and replication simplifies the restore procedure, but
eliminates the chance to examine the data before it is replicated to the other server.

3. Click OK.
A confirmation dialog is presented.
4. Click Yes.

Neverfail Engine stops the applications and replication, and then restores protected files and the
registry from the Shadow Copy. Neverfail Engine then sets the file and registry filters to those
persisted in the Shadow Copy. If the Shadow Copy is on a currently passive server, then this server
will become active after the rollback.

If the rollback fails, the reason for the failure is shown in the status display. This may be because
a particular file set of files or registry key cannot be accessed. For example, a file may be
locked because the application is inadvertently running on the server performing the rollback,
or permissions may prevent the SYSTEM account from updating. Rectify the problem and try
performing the rollback again.

5. If selected, applications and replication are restarted and the Cluster re-synchronizes with the
restored data.

« If you selected not to restart applications and replication automatically, you can now start the
application manually. This allows you to check the restored data.

« If you decide to continue using the restored data, click Start on the Neverfail Engine System
Overview pane to re-synchronize using this data.

« If you decide you want to revert to the pre-rollback data, which is still on the other (now passive)
server, you can shut down Neverfail Engine, use the Configure Server Wizard to swap the
active and passive roles, and then restart. This re-synchronizes the servers with the pre-
rollback data.
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As a result of the rollback, the file and registry filters are set to the configuration, which was in use
when the shadow copy was taken.

1.11. Tasks

Tasks are actions which are required for automated application management.

Task types are determined by when the tasks are run, and include the following:

Network Configuration — This is the first type of task run when applications are started, and is
intended to launch Dnscmd, DNSUpdate or other network tasks. Where multiple DNScmds are
required, these can be contained in a batch script, which is then launched by the task. Network
Configuration tasks are the only types of task that can vary between Primary, Secondary, and/or
Tertiary servers.

Periodic — These tasks are run at specific configurable intervals.
Pre/Post Start — These tasks are run before and after services are started on the active server.
Pre/Post Stop — These tasks are run before and after services are stopped on the active server.

Pre/Post Shadow — These tasks are run before and after a shadow copy is created on the active
server by the Data Rollback Module.

Rule Action — These tasks can be configured to run in response to a triggered rule, or when a
service fails its check.

Tasks can be defined and implemented by plug-ins or by the user, or they can be built-in tasks defined by
Neverfail Engine. User defined tasks are implemented as command lines, which can include launching
a batch script. Examples of built-in tasks include monitoring a protected service state on the active and
passive servers. An example of a plug-in-defined task is the discovery of protected data and services
for a particular application.

The Neverfail Continuity Engine Management Service Tasks page provides a list of tasks and associated
status information, as well as features to quickly manage tasks.
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Figure 2-83. Tasks page
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1.11.1. Run Now

About this task

When manually starting a task, you have the option to wait for a designated period or event to occur
before launching the task, or to launch the task immediately. To launch a task immediately, select the
task from the list and perform the following step:

Procedure
1. Select an existing task and click Run Now at the lower right of the pane.

The task runs. You can watch the Status column of the Task list for messages as the task runs
to completion.

1.11.2. Add Task

About this task

Tasks can be added from the Tasks page of the Neverfail Continuity Engine Management Service. To
add a User Defined task:
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Procedure
1. Click Add at the lower right of the pane.

The Add Task dialog appears.

Figure 2-84. Add Task

Add Task '
Mame: | 4cme Batch File |
Type: | Rulg Action .l"' |
Command; clace\acme, ket
Run As: Llucalls:.-stem _ :HJ
i 0K | [ E;.ancel

2. Type a Name for the task into the text box.

3. Select the Task Type from the drop-down list. Task types include: Network Configuration, Periodic,
Pre/Post Start, Pre/Post Stop, Pre/Post Shadow, and Rule Action.

4. Select the identity of the server the task Runs On (Primary, Secondary, or Tertiary).
This is required only for Network Configuration tasks.

5. In the Command text box, type in the path or browse to the script, .bat file, or command for the
task to perform.

When the Command entry requires specific user credentials, you must select that user from the
Run As drop-down list.

6. Select from the options presented in the Run As drop-down list (typically includes local and
administrator accounts).

7. Click OK to add the task, or Cancel to exit the dialog without adding the task.

1.11.3. Edit Task

About this task

You can edit the interval, a command, or disable an existing task. To edit a task:
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Procedure
1. Click Edit at the lower right of the pane.

The Edit Task dialog appears. The parameters available to edit vary according to the task type.

Figure 2-85. Edit Task

Edil Task
Mame: Acme Balch File
Task Type: Rule dction
] Enabled
Coammand: | clacmeiacme, bal |
Run As: Liocansystem | |
OK || Cancel ||

2. After completing edits of the task, click OK to accept the settings and dismiss the dialog.

1.11.4. Remove Task

About this task

To remove a task, select the task from the list and perform the following steps:

Note

Only user defined tasks can be removed. Plug-in task removal will be vetoed.

Procedure

1. Select an existing task click Remove at the lower right of the pane.
A confirmation message appears.

2. Click Yes to remove the task, or click No to close the message without removing the task.
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1.12. Rules

Rules are implemented by plug-ins (there are no user-defined rules). Rules can be either timed (they
must evaluate as true continuously for the specified duration to trigger) or latched (they trigger as soon
as they evaluate to true). Rules can be configured with rule actions, which are the tasks to perform

when the rule triggers.

Rules use the following control and decision criteria for evaluation:

« Name: (the name of the rule).

e Enabled: (whether the rule is enabled or not).

« Condition: (the condition being evaluated).

« Status: (the current status of the rule being evaluation)

« Triggered: (the condition fails to meet configured parameters resulting in initiation of a duration

count)

« Triggered Count: (a count of the number of times the rule has failed)

« Duration: (the length of time the condition exists before triggering the failure action).

« Interval: (the length of time between failure actions).

« First Failure: (action to take upon first failure) The default is set to Log Warning.

» Second Failure: (action to take upon second failure) The default is set to Log Warning.

 Third Failure: (action to take upon third failure) The default is set to Log Warning.

Figure 2-86. Rules page
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1.12.1. Check a Rule Condition

To check a rule condition, select the rule in the Rules page and click Check Now on the lower right
portion of the page.

Neverfail Engine immediately checks the rule conditions of the current configuration against the
attributes of the system and application.

1.12.2. Edit a Rule

About this task

Rules are implemented by plug-ins and cannot be created by users. Each plug-in contains a default set
of rules with options that may be modified by the user.

To Edit a rule:

Procedure
1. To edit a rule, select the rule in the Rules list.
2. Click Edit at the lower right of the page.
The Edit Rule dialog appears.

Figure 2-87. Edit Rule dialog

I

Marme: Free Disk Space
[+ Enabled

Candition: Free iskspace < [10 [2] %

Duration: E—sua—? _:_i seconds

Intarial: Eﬁu [=] seconds

On First Failure: [ HeanbeanLag Warming | = | I

On Second Failwre: [ HeartbeatilLog Waming l"]

0n Third Failure: | HeatbeatiLog Waming =]

oKk | [ cancel |

Use this dialog to Enable or Disable a Rule, set the specific options for the Rule, and to assign
tasks to perform On First Failure, On Second Failure, and On Third Failure. The following tasks
can be assigned in the event of a failure:
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* Recover Service — Restarts the service.

Restart Applications — Restarts the protected application.

» Log Warning — Adds an entry to the logs.

» Switchover — Initiates a switchover to the currently passive server.

« Rule Action — Executes the command or script previously defined as a Rule Action task.

If the installed servers are in a virtual to virtual configuration, the following additional tasks are
available as a result of the vSphere Integration Plug-in.

» vSphere Integration\RestartVM — Cleanly shuts down and restarts the Windows OS on the
target VM

» vSphere Integration\ TriggerMigrateVM — Depending on the parameters specified it can be
vMotion, enhanced vMotion or storage vMotion

» vSpherelntegration\TriggerMigrateVMandRestartApplication — Same as
TriggerMigrateVM + application restart

» vSphere Integration\ TriggervSphereHaVmReset — Hard Reset of the VM implemented by
integration with VMware HA

Note

This option requires vSphere HA Application monitoring for the cluster and VM.

3. When all options are selected, click OK to accept changes and dismiss the dialog.

1.13. Settings

The Settings page contains features to configure Plug-ins, Alerts, Email, WAN Compression and
Replication Queue settings.
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Figure 2-88. Settings page
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1.13.1. Configure Plug-ins

About this task

The Neverfail Continuity Engine Management Service allows you to edit the configuration of user
installed plug-ins.

To edit an existing plug-in, select Plug-ins in the left pane and then select the intended Plug-in from the
Plug-ins list and perform the following steps:

Procedure
1. Click the Edit button on the right side of the Plug-in Detail pane.

The Edit Plug-in dialog appears.
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Figure 2-89. Edit Plug-in dialog
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Note

Configuration options are specific to each plug-in and must be reviewed before making
modifications.

2. Click OK to save the changes to the plug-in configuration, or click Cancel to close the dialog without
making any changes.

1.13.2. Alert Settings

About this task

The Settings page lets you configure the Neverfail Engine server to send predefined alerts to remote
Neverfail Engine administrators via email. The process for adding recipients is the same for all three
trigger levels.

Procedure

1. Select the type of alert (Red, Yellow, and Green) in the left pane resulting in the Alert Settings pane
displaying for the selected alert.

2. Click the Edit button in the upper right portion of the Alert Settings pane.

90 Neverfail



Administrator's Guide Chapter 2. Status and Control

Figure 2-90. Alert Settings
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3. Select the Send mail check box.

4. Select how many times to send the email (Always, Once, or Once per [user configurable time
period]).

5. Enter a recipient’s fully qualified email address into the Mail Recipients text box. Add additional
recipients separated by a semi-colon.

6. Repeat step 4 to until all recipients have been added.

7. The Subject and Content of the alert emails for all three alerts can be adjusted to suit the
environment. Neverfail recommends using the pre-configured content and adding customized
content as needed.

When Send mail is selected, there are three alternatives:
« Always - this will always send an email if this alert type is triggered.

» Once - this will send an email once for each triggered alert. An email will not be sent again for
the same triggered alert, until Neverfail Engine is re-started.

* Once per — within the time period selected, an email will only be sent once for the same
triggered alert, subsequent emails for that trigger will be suppressed. Once the time period has
expired, an email will be sent if the same alert is triggered.

1.13.3. Using WScript to Issue Alert Notifications

An alternative way of issuing notifications for alerts is to run a command by selecting the Run Command
check box under the relevant alert tab and typing a command into the associated text box. This command
can be a script or a command line argument to run on the alert trigger and requires manual entry of
the path to the script or command.

The pre-configured WScript command creates an event in the Application Event Log and can be
customized to include the Neverfail Engine specific informational variables listed in the following table.
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Variables Values

$EventHostID Host ID

$EventHostName Host name

$EventHostRole Role of the host at the time of the event
$Eventld ID of event as listed above
$EventName Human-readable name of event
$EventDetail Detail message for event

$EventTime Time at which event occurred

For example, the following command line argument creates an event in the Application Event Log that
includes the machine that caused the alert, the time the alert happened, the name and details of the alert:

Wscript //T:10 $(installdir)\binlalert.vbs "Neverfail Continuity Engine alert on
$Event Host at $Event Ti ne because $Event Nane ($EventDetail). Event Id is $Event|d"

After the alert recipients and/or actions to run are defined, click OK to save the changes and enforce
the defined notification rules or click Cancel to close the dialog without making any changes.

1.13.4. Alert Triggers

Select Alert Triggers under Alerts in the left pane of the Settings page to view the currently configured
alert triggers.

There are three alert states that can be configured: Red alerts, which are critical alerts, Yellow alerts,
which are less serious, and Green alerts which are informational in nature and can be used for
notification of status changes (for example, a service that was previously stopped now is started). The
alerts are preconfigured with the recommended alerting levels.

To modify the current configuration, click the Edit button in the upper left portion of the Alert Triggers
pane. Each alert can be re-configured to trigger as a red, yellow, or green alert or no alert by selecting
or clearing the appropriate check boxes. After the alert trigger levels are defined, click OK to save the
configuration.
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Figure 2-91. Edit Alert Triggers

Edit Alert Triggers
1 Enent Trigges Red | Trigger | Frigger
Atest Varllorar Adert | Green
Aiprd

* Application L
Task Emos Oufput & [Ei (]
Stopping Applicasians = m| [
Application Waming ] o
Sapdce Stalus Info | O o
Augoswilch Requested [+ ] (||
Application Ervor O O
Stamng Applications | =] [l
Timeout in Starting=Stopping Applications # = O

¥ Channel S
Hevermail Channel connection ias been lost = | O
Adanced comprassion resource allocated o (=] [m|
& channel has connected | = | (<]
Standad compression intertace infalizad. O O O
Agranced comprassion intertace not initialized a [ O
Standard compression not initizlzad. =] = o
Exceplon in advanced compresdion. a # O
There is no ailable disk space for queusd Sleiregistry updale data 1 ] [m|
Exceplion in standard comression. O = o
Failed 1o establish the Nevertail Channel O [ @] £

1.13.5. Email Settings

Neverfail Engine can alert the administrator or other personnel and route logs via email when an Alert
condition exists. To configure this capability, in the Settings page, select Email in the left pane and click
the Edit button in the upper right of the Email Settings pane.

Figure 2-92. Email Settings
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In the Edit Email Settings dialog, enter the Outgoing mail server (SMTP) of each server in the Cluster.
Enter the mail server name using its fully qualified domain name. Next, configure the default Send
Mail as email address. This can be customized but the email address used must be an email account
authorized to send mail through the SMTP server.

Note

Where Neverfail Engine is protecting an Exchange Server, it is not recommended to configure
the alerts to use the protected Exchange server and is advisable if at all possible to use a different
Exchange server somewhere else within the organization.

Where SMTP servers require authentication to accept and forward SMTP messages, select the Mail
Server requires authentication check box and specify the credentials for an appropriate authenticated
user account.

The Enable SSL option can be checked to use SSL for accessing the SMTP server.
Click OK to save the changes or click Cancel to close the dialog without making any changes.

After the trigger levels are configured and the email server defined in the Settings page Edit Email
Settings dialog, configure the recipients of email alerts in the Alert Settings dialog. Email alerts for Red,
Yellow, and Green alert triggers can be sent to the same recipient, or configured separately to be sent
to different recipients depending on the level of alert.

1.13.6. Wan Compression

The WAN Compression feature allows the administrator to select from the following drop-down options:

Note

Enabled compression type — Auto — is the recommended setting.

* Enabled compression type — Auto . Neverfail Engine selects the level of WAN compression based
upon current configuration without user intervention.

» Advanced — Neverfail Engine uses the WAN Deduplication feature in addition to compression
to remove redundant data before transmitting across the WAN thereby increasing critical data
throughput.

» Standard — Neverfail Engine uses compression on data before it is sent across the WAN to
improve WAN data throughput speed.

* None — Selected when deployed in a LAN or where WAN Compression is not required.

When Neverfail Engine is deployed for Disaster Recovery (in a WAN), WAN Compression is by default
configured to Auto. Neverfail recommends that this setting not be changed unless specifically instructed
to do so by Neverfail Support.
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Figure 2-93. Edit WAN Compression dialog
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Figure 2-94. WAN Compression page
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1.13.7. Replication Queue Settings

The Settings page displays the size of the replication queues configured on each server in the cluster.
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Figure 2-95. Configured Queue Size
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The Edit Replication Queue Settings dialog allows you to configure the maximum disk space per server
for the Send and Receive queues on each server.

To configure the maximum disk space to be used for the Send and Receive queues:

1. Click the Edit button.

2. Enter the maximum disk space to reserve for the Send and Receive queue.
3. Click OK.
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Figure 2-96. Edit Replication Queue Settings dialog
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1.14. Actions

The Actions drop-down pane provides the ability to Control Neverfail Engine using the Neverfail
Continuity Engine Management Service.

The Neverfail Continuity EngineManagement Service provides the ability to perform the main
operations, comprising a Switchover, Start/Stop Replication, Start/Stop Applications, Cancel application
start/stop, Create Shadows, Check file and registry system, and Startup/Shutdown of Neverfail Engine.
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Figure 2-97. Actions drop-down pane
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Perform a Switchover

* To make the Primary server of the Neverfalil cluster active, click the Make Primary Server Active
button. The Make Primary Server Active dialog asks you to verify that you want to make the Primary
server active. Click OK to make the Primary Server Active.

* To make the Secondary server of the Neverfail cluster active, click the Make Secondary Server
Active button. The Make Secondary Server Active dialog asks you to verify that you want to make
the Secondary server active. Click OK to make the Secondary Server Active.

« To make the Tertiary server of the Neverfail cluster active, click the Make Tertiary Server Active
button. The Make Tertiary Server Active dialog asks you to verify that you want to make the Tertiary
server active. Click OK to make the Tertiary Server Active.

Start Replication

When replication is stopped, click the Start Replication to initiate replication between the servers.
Neverfail Engine responds by starting replication between the configured servers.

Stop Replication

To stop replication, click the Stop Replication button. The Stop Replication dialog asks you to verify
that you want to stop replication. Click OK to stop replication.
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Figure 2-98. Stop Replication
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Start Applications

When protected applications are stopped, click the Start Applications to start the protected applications
once again.

Stop Applications

To stop protected applications, click the Stop Applications button. The Stop Applications dialog asks
you to verify that you want to stop protected applications. Click OK to stop replication.

Clear Application Health

To reset the health status displayed in the Summary pane, click the Clear Application Health button.
The health status is reset to green.

Cancel Application Start/Stop

To stop the start or stop processes of the protected applications, click the Cancel Application Start/
Stop button in the Actions menu. The Engine Management System checks every 10 seconds for
cancellation. If a application start/stop cancellation has been requested, the Engine Management
System behaves as if the start/stop operation has immediately timed out.

» Canceling an application start operation will put the application in the Unmanaged - Unmonitored
state.

» Canceling an application stop operation will have additional behavior compared to canceling an
application start operation. When an application stop is canceled and times out, then the plan is
considered to have failed, and a recovery plan will be generated. The recovery plan will attempt to
start applications again. This behavior is intended to attempt to maintain application service even
following failed auto-switchovers.

Create Shadows

To manually create a shadow copy on a designated node, navigate to Actions > Create Shadows
and then select the designated node, Create (Primary), Create (Secondary) or if present, Create
(Tertiary).

Check File System, Registry System, or Check for Orphaned Files

To manually check the files system, registry, or for orphaned files, navigate to Actions drop-down
and select the system to check and then select the designated node, for example Check Primary file
system, Check Secondary file system or if present, Check Tertiary file system.
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Startup Service

Neverfail Engine can be started by logging on to the Neverfail Continuity Engine Management Service
and selecting Startup Service from the Actions drop-down. The Startup Options dialog is displayed.
Select one or more servers in the Neverfail cluster to start. Click OK to start Neverfail Engine on the
selected servers in the cluster.

Figure 2-99. Startup Services
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Shutdown Service

To shutdown Neverfail Engine, click Shutdown Service from the Actions button. The Shutdown Options
dialog is displayed. Select one or more servers in the Neverfail cluster to shutdown. Click OK to stop
Neverfail Engine on the selected servers in the cluster.

Figure 2-100. Shutdown
i. Shutdown the Engine Service
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[ Primary
[ secondary
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2. Managing Neverfail Continuity Engine Clusters

Neverfail Continuity Engine operates in Clusters of two or three servers with each Cluster administered
as a single entity using the Engine Management Service or Neverfail Advanced Management Client. The
Neverfail Advanced Management Client, which can be run from any server in the Cluster or remotely
from another machine in the same subnet, simplifies routine administration tasks for one or more
Clusters.
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Note

The controlling workstation must have Engine Management Service or Neverfail Advanced
Management Client. The Advanced Client can be downloaded from Engine Management Service
ul.

3. Review the Status of Neverfail Continuity Engine
Clusters and Groups

Procedure

1. Click on the top level of the Neverfail Advanced Management Client Groups, to view a list of all
managed Clusters and a quick status of the protected applications, network, file system, and registry
settings for each Cluster. In the example below, two Clusters are identified and both are operating
as expected.

Figure 2-101. Neverfail Engine Servers Overview page
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The status hyperlinks in the overview page link to pages that provide more specific, related
information and management controls.

2. Click on either:

Option Description
Server To view the Server: Summary page
Applications To view the applications status on the Applications:

Summary page

Network To view the network status on the Network Monitoring
page

File System To view the File System status on the Data: Replication
page

Registry To view the Registry status on the Data: Replication page
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4. Exit Neverfail Advanced Management Client

Procedure
1. Click Exit on the File menu.
The Confirm Exit message appears.

2. Click Yes to close the Neverfail Advanced Management Client window or No to dismiss the
message without exiting the Neverfail Advanced Management Client.

5. Shutdown Windows with Neverfail Continuity Engine
Installed

Always stop Neverfail Engine before attempting to shut down Microsoft Windows. If an attempt is made
to shut down Windows without stopping Neverfail Engine, Neverfail Engine will not stop in a graceful
manner.

6. Controlled Shutdown

About this task

A Controlled Shutdown is a process where the Neverfail Engine service is able to delay a system
shutdown for a sufficient period to perform all of the necessary steps required to stop the applications
and replication in a synchronized state. The Controlled Shutdown is intended for situations where an
unattended planned shutdown of the server is necessary. When configured in the Neverfail Advanced
Management Client Data: Replication page, this feature allows Neverfail Engine to gracefully shutdown
in the absence of the administrator.

Procedure
1. Navigate to the Data: Replication page of the Neverfail Advanced Management Client.
2. Click the Configure button.
3. Select the Controlled Shutdown tab of the Replication Configuration dialog.
4. Select the servers on which to enable Controlled Shutdown.
5. Select the days and hours parameters under which the server(s) will perform Controlled Shutdown.
6. Configure the length of time for the server(s) to wait for the Controlled Shutdown.

The ability to configure the length of time for the server(s) to wait for the Controlled Shutdown is
configurable on Windows Server 2008 and 2012 but is not configurable on Windows Server 2003.
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Figure 2-102. Controlled Shutdown
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7. Click OK.

When the Fast Check process is enabled in addition to the Controlled Shutdown process,
Neverfail Engine can be scheduled to perform unattended restarts of the system while maintaining
synchronization of data. For more information about Fast Check, see Configure Fast Check.
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Chapter 3. Configuring Neverfail Continuity Engine

Related information

* Configure Server Wizard

 Configure Machine ldentity

* Configure Server Role

» Change the Client Connection Port

* Configure Channel IP Routing

 Configure the Default Channel Port

* Configure Low Bandwidth Optimization

» Configure Public IP Addressing

» Management IP Addressing

* Considerations for Passive Node Management Using Third Party Technology
» Add/Remove a Neverfail Continuity Engine License Key
» Configure the Message Queue Logs

 Configure Maximum Disk Usage

1. Configure Server Wizard

Before you begin

Prior to making changes using the Neverfail Engine's Configure Server Wizard, you must stop Neverfail
Engine (both Neverfail Engine Service and Neverfail Engine Web Services).

About this task

The Neverfail Continuity Engine - Server Configuration Wizard (Configure Server Wizard) helps you set
up and maintain communications between Neverfail Engine servers. Configuration information includes
the IP address for the Neverfail Channel(s) and Public addresses on all servers in the Pair. The identity
of a server (Primary and Secondary) describes the physical hardware of the machine and should not
be confused with what the server is doing (the role).

Procedure

1. Once Neverfail Engine is stopped, navigate to Start > All Programs > Neverfail Engine >
Configure Server Wizard to launch the Configure Server Wizard.
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Figure 3-1. Configure Server Wizard - Introduction Tab
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2. Configure Machine Identity

Before you begin

Prior to making changes using the Neverfail Engine's Configure Server Wizard, you must stop Neverfail
Engine (both Neverfail Engine Service and Neverfail Engine Web Services).

About this task

The identity of a server (Primary and Secondary) describes the physical hardware of the machine and
should not be confused with what the server is doing (the role).

Procedure

1. To change the machine Identity, select the Machine tab of the Configure Server Wizard and select
the Physical Hardware Identity of the local machine and click Next or Finish.
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Figure 3-2. Configure Server Wizard - Machine Tab
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3. Configure Server Role

Engine

Before you begin

Before changing the Role of the local server to active, verify that no other server (including remote
servers) in the Cluster is active.

About this task

The server's role describes what the server is currently doing.

Procedure

1. To change the Role of the server, select the Machine tab of the Configure Server Wizard and
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4. Change the Client Connection Port

About this task

The Client Connection Port specifies the port through which clients (such as the Engine Management
Service) connect to Neverfail Engine.

Procedure

1. To change the Client Connection Port, select the Machine tab of the Configure Server Wizard and
type a new value in the text box. Click Next or Finish to accept changes.

Do not change this port unless the default port (52267) is required by another application.

5. Configure Channel IP Routing

About this task

Channel IP routing defines the IP addresses used to communicate between the local server (such as
the Primary) and the adjacent servers (such as the Secondary). Each link uses two addresses, one for
the local server and one for the remote server.

Procedure

1. To add a channel after installing and configuring the NICs, select the Channel tab of the Configure
Server Wizard. Add the new IP addresses for the local server and the remote server to the Neverfail
Channel IP Routing table by clicking the Add Row icon. The drop-down list shows the IP addresses
available on the local server. Manual entry of the IP addresses for remote servers is required
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Figure 3-3. Configure Server Wizard - Channel IP Routing
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2. Additionally, you can specify a SkipAsSource policy for channel addresses to ensure that they
are not used for public traffic. SkipAsSource prevents an IP address from being selected by the
operating system as a source IP address for out-going network connections.

« Never Skip — channel IP addresses will never have SkipAsSource set.

Always Skip — channel IP addresses will always have SkipAsSource set.

Skip when Active — channel IP addresses will have SkipAsSource set when the server is active
but not when passive.

Skip when Active and Public Subnet — channel IP addresses will have SkipAsSource set if the
server is active and the channel IP address is in the same subnet as a public IP address. When
the server is passive the SkipAsSource setting is removed from the channel IP addresses.

3. To change the channel IP addresses, select and edit the entry in the table. Click Next or Finish
to accept changes.

6. Configure the Default Channel Port

About this task

The Neverfail Channel uses the Default Channel Port to communicate between the Primary and
Secondary servers. Do not change this port unless required by another application.
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Procedure

1. To change the Default Channel Port, select the Channel tab of the Configure Server Wizard and
edit the default entry (57348). Click Next or Finish to accept changes.

7. Configure Low Bandwidth Optimization

About this task

Low Bandwidth Optimization is configured automatically during installation based upon the configuration
options selected during Installation. Low Bandwidth Optimization can be configured for: High Availability
(HA) when deployed as a pair in a LAN or DR when deployed in a WAN.

In a High Availability (HA) server pair, the queues and buffers are optimized for a high-speed local area
network (LAN) connection, compression is disabled, and automatic failover between servers is enabled.
In a Disaster Recovery(DR) pair, the queues and buffers are optimized for a low-bandwidth wide area
network (WAN) connection, compression may be used, and automatic failover between servers is
disabled. In a server pair you can choose HA or DR topology. However, if you have manually configured
a non-standard topology, for example, by changing the Auto-Failover setting, then "Non-Standard" will
appear in the menu and you can choose to leave the non-standard topology option as it is, or reset it
to one of the standard topologies.

Note

The same HA/DR configuration must be set on all servers in the pair.

Procedure

1. To change Low Bandwidth Optimization after installation, select the Channel tab of the Configure
Server Wizard and use the HA/DR Topology drop-down to select the appropriate topology. Click
Next or Finish to accept changes.
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Figure 3-4. Configure Server Wizard - Channel tab
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8. Configure Public IP Addressing

About this task

A typically configured Neverfail Engine Cluster uses only one Public IP address when deployed as a
pair or on a LAN, but can be configured with more than one Public IP address. These are the addresses
by which clients of the protected application connect to the application. Typical installations configure
the same Public IP address on the Primary and Secondary servers. All traffic to and from these Public
IP addresses is passed through to the active server but blocked on the passive server(s). When the
server roles are switched, the IP filtering mode also switches, so client systems always connect to the
Public IP addresses on whichever server is currently active. When the Neverfail Engine service is shut
down, the filtering remains in place to prevent IP address conflicts between servers.

Procedure

1. To configure Public IP addressing, select the Public tab of the Configure Server Wizard and list all
of the addresses intended for use as Public IP addresses.

An address must not appear more than once, and no Public IP address may appear in the list of

IP addresses on the Channel tab.
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Figure 3-5. Configure Server Wizard - Public Tab
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2. To add an address, double-click a row and manually type in the address or select one from a list
of currently defined addresses. Click Next or Finish to accept changes.

9. Management IP Addressing

The Management page of the Server Configuration Wizard allows you to set up management access
for the configured server. This can be done by assigning a management name, IPs and name servers.

111 Neverfail



Chapter 3. Configuring Neverfail Continuity
Administrator's Guide Engine

Figure 3-6. Configure Server Wizard Management IP Addresses
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The Management Name is the name of the machine (used for management purposes only) when the
server is in the Passive role. For example, this machine name can be used for applying updates to
the operating system. This name can be declared using NetBios or FQDN formats, depending on the
configured management IPs.

The management name is resolved to the configured management IP addresses and can be accessed
via DNS or NetBios, when the server is in the Passive role (if the server is in the Active role, the machine
name is always the cluster name).

The Name Servers option allows you to either specify an explicit IP or name for the name server, or
set it to Auto. When this option is set to Auto, the name server(s) are deduced from the server's domain
membership.

Each name server can be defined as dynamic, by either using the machine account or by specifying a
different account, or static, using appropriate credentials.

Management IP addresses are additional IP addresses that you manually configure on a server; they
are |IP addresses that are neither public or channel IP addresses. Management IP addresses are
typically used to access a server for management purposes and can be used to access a server when
it is passive. Management IP addresses are displayed here so that you can see the management IP
addresses on your local server.

The DNS Test button allows you to test the adding/checking/removing of DNS entries to the DNS server.

Additionally, you can specify a SkipAsSource policy for Management IP addresses to ensure that they
are not used for public traffic. SkipAsSource prevents an IP address from being selected by the operating
system as a source IP address for out-going network connections.

The following options are available:

» Never Skip — channel IP addresses will never have SkipAsSource set.
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» Always Skip — channel IP addresses will always have SkipAsSource set.

» Skip when Active — channel IP addresses will have SkipAsSource set when the server is active
but not when passive.

» Skip when Active and Public Subnet — channel IP addresses will have SkipAsSource set if the
server is active and the channel IP address is in the same subnet as a public IP address. When the
server is passive the SkipAsSource setting is removed from the channel IP addresses.

10. Considerations for Passive Node Management Using
Third Party Technology

The Engine cluster's passive nodes can be managed (e.g. updated) using third party tools like SCCM,
Windows Server Update Services (WSUS) or Ivanti Patch. Each tool requires specific configuration, as
described next. Management names and IPs must be defined for all nodes in the cluster.

SCCM 2012 R2

Read the following knowledge base article to learn how to deploy updates to passive servers using
SCCM 2012 R2: Deploying updates to passive servers using SCCM 2012 R2.

Windows Server Update Services (WSUS)

» Make sure that SkipAsSource is disabled if the management IP address is in the same subnet as
the public IP address.

» Configure the Group Policy's intranet update service to use the IP address of the WSUS server.

Ivanti Patch

Add the public name and all management names. lvanti Patch will scan all names and ignore the
management name of the active server.

Note

Learn more about Engine's Passive Node Management use cases by reading the following article:
When to Use Neverfail Patch Management Options.

11. Add/Remove a Neverfail Continuity Engine License Key

About this task

Neverfail recommends using the Engine Management Service user interface for licensing Neverfail
Engine (see the Installation Guide).

If requested by Neverfail Support, you can also use the Configure Server Wizard as follows:
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Procedure

1. To manage Neverfail Continuity Engine License Keys, select the License tab of the Configure
Server Wizard.

2. To add an entry to the License Keys table, manually type or paste (using Ctrl+V) your license key
into the table. Alternatively, click Import on the tool bar to import a license file (.txt). License keys
are available from Neverfail or your distributor.

Figure 3-7. Configure Server Wizard - License Tab
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3. After entering your license keys click Next or Finish.

12. Configure the Message Queue Logs

About this task

The configured message queue logs location determines where the local server temporarily stores
replication data received (the receive queue) and the replication data waiting to send (the send queue).
This configuration affects only the local server; logs can be in different locations on the Primary and
Secondary servers.
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Procedure

1. To configure the location of the message queue logs, select the Logs tab of the Configure Server
Wizard. Click Browse to open an Explorer-like window. Navigate to and select the folder for storing
the message queue logs, and click Finish to accept the location.

Figure 3-8. Configure Server Wizard - Logs Tab
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13. Configure Maximum Disk Usage

About this task

You can configure the maximum disk space allocated for logging. Log files accumulate when the
active server cannot communicate with the passive server, when a passive server is performing certain
operations, or when a server is under heavy load. Configuring this value is important because when the
value set for maximum disk usage is reached, replication stops, and your system is no longer protected.
If your system uses a dedicated disk for log files, consider disabling the maximum disk usage setting.

Procedure

1. If your system uses a dedicated disk for log files, consider disabling the maximum disk usage
setting. To do this, set Maximum Disk Usage to zero (0).
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Note

When Maximum Disk Usage is disabled, there is a risk that Neverfail Engine may run out
of physical disk space, and when this happens, a shutdown and restart may be required
before replication can resume.

2. Neverfail recommends a Maximum Disk Usage setting that leaves a little overflow space to enable
Neverfail Engine to stop replicating gracefully. To configure Maximum Disk Usage, select the Logs
tab of the Configure Server Wizard and enter the maximum dedicated disk space allocated for
message queue log files and click Finish to accept the changes.
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Chapter 4. Server Protection

Protection against operating system or hardware failure affecting the active server is facilitated by
multiple instances of Neverfail Engine that monitor one another by sending “I am alive” messages and
reciprocating with acknowledgments over the Neverfail Channel. If a passive server detects that this
process (heartbeat) has failed, an automatic-failover is initiated.

Related information

» Monitoring the Status of Servers

* Configure Neverfail Continuity Engine Settings
* Forcing a Switchover

* Failover versus Switchover

* Split-brain Avoidance

1. Monitoring the Status of Servers

TheNeverfail Advanced Management Client Server: Monitoring page provides information about the
status of communications between the servers within the Cluster. The graphical representation provides
an overview of the status of communications between the servers. A green channel icon indicates that
the channel is connected and healthy, a red-dashed channel icon indicates that communications are not
operational between the indicated servers, and an orange icon with an exclamation mark on it indicates
that the channel has just disconnected and Neverfail Engine will wait for the configured amount of time
before determining that the channel is disconnected. In addition to the heartbeat sent between the
servers, Neverfail Engine also sends a ping to ensure that the servers remain visible to one another.
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Figure 4-1. Server Monitoring page
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2. Configure Neverfail Continuity Engine Settings

The Server Monitoring page provides three configuration features: Configure Pings, Configure Failover,

and Configure Response Times.

2.1. Configure Pings

About this task

The Server Monitoring Ping Configuration dialog allows you to configure the Ping Interval and the
Ping Echo Timeout used to conduct ping operations between servers. Additionally, ping routing can
be configured to add additional ping targets by selecting the Ping Routing tab of the dialog. The IP
addresses of all NICs used for the Neverfail Channel were identified during installation and do not need
to be added. You can add additional targets to the list for each server’s channel connection in the event of
redundant NICs. The settings in the Server Monitoring Ping Configuration dialog allow Neverfail Engine
to send pings across the Neverfail Channel and the Public Network in addition to the heartbeat (“I am
alive” messages) to confirm that the server is still operational and providing service.

Procedure

1. Click Configure Pings to open the Server Monitoring Ping Configuration dialog.
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Figure 4-2. Server Monitoring: Ping Configuration: Ping Settings Tab
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2. Select the Ping Routing tab and enter the auxiliary IP addresses of the appropriate servers.

Figure 4-3. Server Monitoring: Ping Configuration: Ping Routing Ta

-} Server Monitoring: Ping Configuration
[Ping Sallings I Fing Routing
Ping Routing

“from address”. The channel network is used by default and does not need to be configured.

Configure pinging over the “public™ network using an auxiliary IP address on each server as the

_Pri'mll To Secondary Secondary To Primary _
Add.., L | Remowe | A Edit Rermive
Ping From | Ping Toy | _Ping From | Ping To
152 168.0.15 192 168.0.1 192.168.0.1 192.168.0.15
i 0K Cancel

2.2. Configure Failover

About this task

The Failover timeout dictates how long Neverfail Engine waits for a missed heartbeat before it takes a

pre-configured action. This value is set to 60 seconds by default.

Procedure

1. To configure the Failover timeout, click Configure Failover to open the Server Monitoring: Failover

Configuration dialog.
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Figure 4-4. Server Monitoring: Failover Configuration
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2. Type a new numeric value (seconds) in the Failover timeout text box or use the arrow buttons to
set a new value.

3. Select or clear the check boxes to select the actions to take if the specified Failover timeout is
exceeded.

Note

For more information about configuring options for failover, see Split-brain Avoidance.

4. Click OK to accept the changes or Cancel to dismiss the dialog without making any changes.

Note

The default configuration for a WAN installation is with the automatic switchover
(spontaneous failover) DISABLED. To enable Auto-switchover in a WAN pair, select
Network > Configure Auto-Switchover, select the check box and set the missed ping
failover count.

2.3. Configure Response Times

About this task

Neverfail Engine also allows you to configure channel connection timeouts.
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Procedure

1. Click Configure Response Times to open the Server Monitoring: Response Times dialog. The
following options are available:

» Time to wait following channel connection before starting replication

 Time to wait following channel disconnection before stopping replication

Figure 4-5. Server Monitoring: Response Times
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2. Type new numeric values (second) into the text boxes or use the arrow buttons to select new values.

3. Click OK to accept the changes or Cancel to dismiss the dialog without making any changes.

2.4. Common Administrative Tasks in Neverfail Continuity Engine

About this task

The Server Summary page provides the following buttons that allow you to quickly perform common
administrative tasks:

Procedure

1. Click to open the Configure dialog.

Figure 4-6. Configure (Shutdown)
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2. Select the radio button corresponding to whether you want to stop or leave running the protected
applications when Neverfail Engine is shut down. You can select whether to leave protected
applications running upon shutdown when a net stop command is issued, and to start protected
applications upon startup when a net start command is issued.
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3. Type a number (seconds) or use the arrow buttons to select an alert threshold value for time
difference between servers, which is checked at handshake following startup.

4. Click OK to accept the changes or Cancel to dismiss the dialog without making any changes.

3. Forcing a Switchover

After Neverfail Engine is configured to protect all required applications and data, it allows the Secondary
to take over from the Primary server in a managed and seamless way called a managed switchover.

This is particularly useful when maintenance work performed on the Primary server requires rebooting
the server.

Prior to performing work on the Primary server, a managed switchover can be triggered by selecting
the server to make active and then clicking Make Active in the Server: Summary page. This changes
the server roles such that the active server becomes passive and the selected server becomes active.
This action also changes the replication chain depending on which server becomes active. This means
users are able to work continuously while the Primary server is off line.

When the Primary server is back up and running, the managed switchover can be triggered again so
that the Primary server becomes active and the previously active server becomes passive.

Note

The managed switchover process may be performed at any time as long as the systems are fully
synchronized with respect to data files and registry replication. Switchovers cannot be performed
if either server is in an unsynchronized or unknown state.

Since a managed switchover cannot be performed during synchronization, it is important to review the
gueue information prior to attempting a managed switchover. If the queues are large, file operations on
the active server are high and for this reason it may be prudent to delay a managed switchover due to
the length of time required to completely clear the queue. Queue lengths can be viewed in the Data:
Traffic/Queues page of the Neverfail Advanced Management Client.

4. Failover versus Switchover

Do not confuse a failover with a switchover.

A switchover is a controlled switch (initiated from the Engine Management Service, Neverfail Advanced
Management Client, or automatically by Neverfail Engine when pre-configured) between the active and
passive servers. A failover may happen when any of the following fail on the active server: power,
hardware, or Channel communications. The passive server waits a pre-configured period of time after
the first missed heartbeat before initiating a failover. When this period expires, the passive server
automatically assumes the active role and starts the protected applications.
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4.1. Configuring Failover and Active Server Isolation

About this task

Neverfail Continuity Engine continuously monitors the servers in the Cluster and the network to ensure
availability and uses native logic and a combination of elapsed time, administrator configured rules,
current server network status, and configured ping routing to determine if failover or isolation of the
active server is warranted should the servers experience missed heartbeats.

Note

For information on configuring ping routing, see Configure Pings and Configure Public
Network Monitoring.

Procedure

1. Navigate to Server: Monitoring > Configure Failover to open the Server Monitoring: Failover
Configuration dialog.

2. The Failover timeout can be customized by changing the default value (60 seconds) to a custom
value. Type a new numeric value (seconds) in the Failover timeout text box or use the arrow buttons
to configure how long Neverfail Engine waits for a missed heartbeat before it takes a pre-configured
action to failover or isolate the active server from the network.

3. Select or clear check boxes for the items listed below to select the actions to take if the specified
Failover timeout is exceeded.

When the configured Failover timeout value has elapsed, Neverfail Engine will evaluate, in order,
the following pre-configured rules before taking action:

Note

If a rule is not selected, Neverfail Engine will skip the rule and move to the next rule in the
list. After all selected rules have been evaluated Neverfail Engine will take action.

Failover from Primary server to Secondary server if channel heartbeat is lost for failover timeout

Failover from Secondary server to Primary server if channel heartbeat is lost for failover timeout

Prevent failover or auto switchover while not synchronized

Prevent Failover if channel heartbeat is lost but Active server is still visible to other servers

Make the server passive if the Channel and Public networks are lost for the configured failover
timeout

124 Neverfail



Administrator's Guide Chapter 4. Server Protection

Note

You must configure Management IP addresses on the Public network cards of each server
to allow the passive server to send a ping via the Public network. Management IP addresses
are additional IP addresses assigned to the network card connected to the Public network.
They are used to allow the passive server to communicate, because unlike the Public
IP address, they are not filtered. For information about how to configure Management IP
addresses, see Management IP Addressing.

4. Click OK.

Note

If either Server: Monitoring Ping Routing or Network Monitoring Ping Routing is
misconfigured, unpredictable behavior can occur.

Typical Failover and Active Server Isolation Scenarios

Note

The following scenario assume that Neverfail Engine is deployed in a LAN with all rules selected
in the Server: Monitoring > Configure Failover > Failover Configuration dialog.

The following scenario assumes the active server has failed and is no longer available.

Upon detection of missed heartbeats, Neverfail Engine on the passive server performs the following
steps:

1. Assoon as the passive server detects that the Neverfail Channel is experiencing missed heartbeats,
it will determine it itself is a valid failover target to the currently active server.

2. Assoon as the passive server detects that the Neverfail Channel is experiencing missed heartbeats.
It will attempt to ping the active server's Management IP address via the Public network using the
passive server's NIC configured with the Management IP address. If the ping is successful, the
passive server will veto the failover. If the ping is unsuccessful, it will continue to the next step.

Note

Since the passive server assumes that active server has failed, the passive server will not
attempt to verify synchronization with the active server.

3. At this point, the passive server checks the configured value of the Failover timeout and starts a
"Heartbeat lost" countdown The passive server continues with the next step.

125 Neverfail



Administrator's Guide Chapter 4. Server Protection

4. At this point, failover to the passive server is postponed until the value of the Failover timeout has
elapsed.

5. The passive server changes its role to active, removes the packet filter, and starts all services.

6. As the new active server, it will begin accepting traffic from clients.

Active Server Isolation

Note

The following scenario assume that Neverfail Engine is deployed in a LAN with all rules selected
in the Server: Monitoring > Configure Failover > Failover Configuration dialog.

The figure below illustrates a scenario where the active server has lost connection with the passive
server via the Neverfail Channel.
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Figure 4-7. Network Isolation Workflow Diagram
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Upon detection of missed heartbeats Neverfail Engine performs the following steps:

1. As soon as the active server detects that the Neverfail Channel is experiencing missed heartbeats,
it will determine if a valid failover target (the passive server) is present.

Simultaneously, once the passive server detects missed heartbeats, it will determine if it is a valid

failover target.

2. Next, the active server will determine if it is synchronized with the failover target (the passive server).
If synchronized, it will continue to the next step. If it is not synchronized, it will veto a failover.

Simultaneously, the passive server checks to see if it is synchronized with the active server. If
synchronized, it will continue to the next step. If it is not synchronized, it will veto a failover.
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At this point, both the active and passive servers check the configured value of the Failover timeout
and start a "Heartbeat lost" countdown. Both servers should start the countdown at approximately
the same time.

Failover or isolation of the active server is postponed until the configured Failover timeout value (in
seconds) has elapsed and it is during this period that both servers accomplish steps 1 & 2.

Once the configured Failover timeout period has elapsed, the active server assumes the Neverfail
Channel is lost and will attempt to ping the failover target (passive server) via the Public network.

If the ping is successful, active server isolation is vetoed. If the attempt to ping the failover target
is unsuccessful, the active server will proceed to the next step.

Simultaneously, the passive server assumes the Neverfail Channel is lost and attempts to ping the
active server via the Public network. If the ping is successful, failover is vetoed. If the ping attempt
is unsuccessful, the passive server proceeds to the next step.

The active server checks only its own network connectivity to the Public network. If the active server
has lost connectivity to the Public network, it will isolate itself by making itself passive (potential
active).

Both the active and passive servers will check their connectivity to the Public network. If the active
server has lost connectivity to the Public network, it will isolate itself by making itself passive
(potential active). Should the active server reconnect with the passive, it will become active again.
Otherwise, it will remain passive. If the passive server has lost connectivity to the Public network,
it will veto a failover.

4.2. Recover From a Failover

About this task

This recovery scenario is based on Neverfail Engine in a configuration with the Primary server as active
and the Secondary server as passive.

Note

When failover conditions, such as a power failure, cause failures in both active and passive
servers, a condition may result that causes all servers to restart in Passive mode. In this situation,
manual intervention is required. See Two Passive Servers for more information.

In the following case, a failover occurred and the Secondary server is now running as the active server.

Procedure

1.

2.

128

Review event logs on all servers to determine the cause of the failover. If you are unsure how to
do this, use the Neverfail Engine Log Collector tool to collect information and send the output to
Neverfail Support.

If any of the following issues exist on the Primary server, performing a switchover back to the
Primary server may not be possible until other important actions are carried out. Do not restart
Neverfail Engine until the following issues are resolved:
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Hard Disk Failure — Replace the disk.

» Power Failure — Restore power to the Primary server.

« Virus — Clean the server of all viruses before starting Neverfail Engine.
« Communications — Replace or repair the physical network hardware.

* Blue Screen — Determine and resolve the cause of the blue screen. This may require you to
submit the Blue Screen dump file to Neverfail Support for analysis.

3. Run the Configure Server Wizard and verify that the server Identity is set to Primary and its Role
is passive. Click Finish to accept the changes.

Disconnect the channel network cables or disable the network card.
Resolve the problem — list of possible failures, etc.

Reboot the server and reconnect or re-enable the network card.

N o A

After the reboot, verify that the taskbar icon now reflects the changes by showing P / - (Primary
and passive).

8. On the Secondary active server or from a remote client, launch the Neverfail Advanced
Management Client and confirm that the Secondary server is reporting as active. If the Secondary
server is not displaying as active, follow the steps below:

a. If the Neverfail Advanced Management Client is unable to connect remotely, try running it
locally. If you remain unable to connect locally then verify that the Neverfail service is running
via the Service Control Manager. If it is not, review the event logs to determine a cause.

b. Run the Configure Server Wizard and confirm that the server is set to Secondary and is active.
Click Finish to accept the changes.

Note

If Neverfail Engine is running, you can run the Configure Server Wizard, but you will
not be able to make any changes. You must stop the Neverfail Engine service before
attempting to make changes via the Configure Server Wizard.

c. Determine whether the protected application is accessible from clients. If it is, then start
Neverfail Engine on the Secondary server. If the application is not accessible, review the
application logs to determine why the application is not running.

Note

At this point, the data on the Secondary (active) server should be the most up to date
and this server should also be the live server on your network. After Neverfail Engine
starts, it overwrites all protected data (configured in the File Filter list) on the Primary
passive server. Contact Neverfail Support if you are not sure whether the data on the
active server is 100% up to date. Go on to the next step only if you are sure that you
want to overwrite the protected data on the passive server.

9. Start Neverfail Engine on the Secondary active server and verify that the taskbar icon now reflects
the correct status by showing S/A (Secondary and active).
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10. Start Neverfail Engine on the failed Primary server and then Start Replication and allow the system
to synchronize. After a failover, replication does not start automatically giving you the opportunity to
recover any lost information from the failed active server before you manually start replication from
the new active server. When the re-synchronization is complete, you can continue running with
this configuration (for example, the Secondary is the active server and the Primary is the passive
server), or initiate a managed switchover.

11. Optionally, perform a managed switchover to return the Primary and Secondary servers to the same
roles they had before the failover.

5. Split-brain Avoidance

About this task

Split-brain Avoidance ensures that only one server becomes active if the channel connection is lost,
but all servers remain connected to the Public network. Split-brain Avoidance works by pinging from the
passive server to the active server across the Public network. If the active server responds, the passive
does not failover, even if the channel connection is lost. WAN installations require different IP addresses
on the Public network for the local and remote servers.

Procedure

1. To enable Split-brain Avoidance, open the Server Monitoring page in the Neverfail Advanced
Management Client.

2. Click Configure Failover.

3. Select Prevent failover if channel heartbeat is lost but Active server is still visible to other servers
(recommended).

The active server must respond within the time period value specified in the Failover timeout to
prevent a failover from occurring. If the active server responds in a timely manner, the failover
process ceases. If the active server does not respond, the failover proceeds.

Note

You must configure Management IP addresses on the Public network cards of each server
to allow the passive server to send a ping. Management IP addresses are additional IP
addresses assigned to the network card connected to the Public network.

What to do next

Additionally, the Passive Server can be configured to avoid false failover when it gets isolated from the
active server and the public network, by configuring it with a Management IP address so it can ping
the configured public network targets: this additional setting will avoid split-brain in situations where
passive server fails-over after losing connection to active server and public network, followed by network
connections recovery (original active server still remains active, hence split-brain will happen after the
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network reconnection occurs). The Management IP address can be added using the Configure Server
Wizard.
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Chapter 5. Network Protection

Neverfail Continuity Engine proactively monitors the ability of the active server to communicate with
the rest of the network by polling defined nodes around the network at regular intervals, including (by
default) the default gateway, the primary DNS server, and the Global Catalog server. If all three nodes
fail to respond, for example, in the case of a network card failure or a local switch failure, Neverfail
Engine can initiate a switchover, allowing the passive server to assume an identical network identity
as the active server.

The Neverfail Advanced Management Client Network Monitoring page allows you to view the status
of the network and to make adjustments to the IP addresses used to ping multiple servers within the
network.

Figure 5-1. Network Monitoring
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Related information

» Configure Public Network Monitoring
« Enabling Automatic Switchover in a WAN
» Setting Max Server Time Difference
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1. Configure Public Network Monitoring

About this task

The Public network monitoring feature, previously discussed, is enabled by default during the installation
of Neverfail Engine. This feature integrates the polling of the particular waypoints around the network
through the active server’'s Public connection to ensure connectivity with the Public network is
operational. By default, the IP addresses of the default gateway, the primary DNS server, and the Global
Catalog server are all selected. When one or more of the automatically discovered waypoints are co-
located on a physical machine (leading to duplication of IP addresses), the ability to specify additional
waypoints manually becomes an advantage.

To configure Public Network Monitoring:

Procedure

1. To specify a manual target for the Public network checking, click Configure Pings to invoke the
Ping Configuration dialog.

Figure 5-2. Network Monitoring: Ping Configuration: Ping Settings
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2. Select the Ping Routing tab to add to or modify the existing target IP addresses for each server
to ping.
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Figure 5-3. Network Monitoring: Ping Configuration: Ping Routing
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In a WAN Pair environment, the target addresses for Public network monitoring on the Secondary
server may be different to those automatically selected on the Primary server. Again, the ability to
override automatically discovered selections is provided by manually specifying the target address.

Public Network Monitoring is carried out by the active server effectively pinging the target addresses
at regular time intervals. The time interval is set by default to every 10 seconds but the frequency
may be increased or decreased as required.

Each target is allowed 5 seconds (default) to respond. On slower networks where latency and
network collisions are high, increase this interval by changing the Ping echo timeout value.

The failure of all three targets to respond is allowed up to the Max pinged echoes missed before
auto-switchover threshold value. If the failure count of all three targets exceeds this value, Neverfail
Engine initiates an auto-switchover.

2. Enabling Automatic Switchover in a WAN

About this task

The default setting for Automatic Switchover when deployed in a WAN is Disabled. Should it be
necessary to configure Automatic Switchover in a WAN, use the procedure below:

Procedure

1.

ok wn
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In the Neverfail Advanced Management Client, select the Network tab to display the Network
Monitoring page.

Click Configure Auto-switchover.

Select the Auto-switchover if client network connectivity lost for check box.

Configure the number of pings to wait before performing the auto-switchover.

Click OK.
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WAN Auto-Switchover Configuration

Figure 5-4. WAN Auto-Switchover Configuration

- Network Monitoring: Auto-switchaver Configuration [x]

(] Auto-switchaver if client netwark connactivity lost for 10 .ﬂ pings

OK Cancel

3. Setting Max Server Time Difference

About this task

Neverfail Continuity Engine generates a warning if the Primary and Secondary server system clocks are
not synchronized. The threshold for time difference can be configured using the Server: Summary page.

To set Max Server Time Difference:

Procedure

1. Select the Server: Summary tab and click Configure to display the Server: Summary Configure
dialog.

2. Type a number (seconds) or use the arrow buttons to select an alert threshold value for time
difference between servers, which is checked at handshake following startup.

3. Click OK.

Server: Summary Configure dialog

Figure 5-5. Server: Summary Configure dialog
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Chapter 6. Application Protection

Related information

* Applications Environment
* Applications: Summary

* Applications: Services

* Applications: Tasks

1. Applications Environment

Neverfail Engine incorporates an Application Management Framework (AMFx) to manage Neverfail
Engine plug-ins.

The AMFx provides additional functions while maintaining the traditional stability of Neverfail software.
Use the AMFx to install and remove plug-ins on the fly while Neverfail Engine continues to provide
protection to currently installed applications.

The AMFx also employs sponsorship for protected applications' files and services. With sponsorship,
multiple plug-ins can share files or services. When removing a plug-in, sponsorship prevents removal
of a shared file or service that is still required by a remaining plug-in.

Neverfail Engine uses the System plug-in to monitor the server performance. With the System plug-in,
you can configure a variety of counters and assign actions when associated rules are exceeded.

2. Applications: Summary

The Neverfail Advanced Management Client Applications: Summary page displays the current status
of the Cluster, including the identity of the active server, the application state and health, details of
application types and their corresponding running status and health. The lower portion of the page
provides an Applications Log that allows viewing of application events as they occur.
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Figure 6-1. Applications: Summary

File Preferences Haelp

lCelle)o /2] & u u(a]

[ Servers | ses | Sarvar | Network | Applicabions | Data | Logs
[ @& Groups I Sendcts  Tasks  Rules  Plugins
* @D Detaull Groug> I
&) lecaihiost Summary
Aciive Semver: Application State: Application Health:
@ shaePoint r N [ 1
PRIMARY Staited ok Clear
Applicatons

EoL. || Remove || SlanApplicabions || Stop Appications || Consgure. |

Application | Healih
Us et Dafined S oK

Applications Log
Filtgfs... Propedties
Time | Type | Souwrce - Apphcaion | Dedail
120ER01T 183224 Serdce Slatus Inta SECONDARY Al WinHTTF Web Proxy Auto-Discovery Serdce serdce is [a
12022017 18:23:55 Sendce Slatus Into PRIMARY Al WinHTTF Web Prosy Auto-Discovery Serdce serdce is
12022017 183124 Fendce Slatus Ints SECOMNDARY Al WIRHTTP We b Prosy Auto-Discivery S8rdce Senice is .
12022017 182255 Sendce Slatus Into PRIMARY Al WRHTTP Web Prosy Aulo-Discovery Sefdce Senics is .
AM22017 18:30:24 Sendce Status inds SECONDARY Al WinHTTP Web Proxy Auto-Discovery Serdce sendoe is
12022017 182155 Senice Status Info PRIMARY Al WInHTTP Wab Proxy suto-Discovery Serdce senice is
12022017 18.20:24 Serdce Slatus Into SECONDARY Al WinHTTF Web Prosy Aulo-Discovery Serdce serdce is
12022017 18:20:55 Sendce Slalis Intn PRIMARY Al WIHTTP We b Prosy Auto-Discovery Senice serice is
12022017 18:28:24 Sendce Slatus Ints SECOMDARY Al WRHTTP We b Prosy Auto-Discivery S8rdce Senice is .
| 12R2T 181955 Senvice Status info PRIMARY All WinHTTP Web Proxy Auto-Discovery Sendce serdce is .
({p NEVEI' fOil AM2201T 182724 Sendce Status inds SECONDARY Al WinHTTP Web Proxy Auto-Discovery Serdce sendoe is
12022017 15.18:55 Sanvice Status Info PRIMARY Al WInHTTP Wab Proxy Auto-Discovery Serdce sendce is K]

This page also provides controls to edit, remove, start, and stop applications, and to configure all
protected applications.

View Application Status

After an application starts and is running you can view its status in the Applications pane of the
Applications: Summary page.

Edit Individual Applications

You can configure the amount of time to wait for applications to start or stop before taking action or
reporting a failure.

To configure these timeout settings, select the application (in the Applications pane) and do one of the
following:

1. Right-click on the application and select Edit from the menu or click Edit at the top of the pane.
The Edit Application dialog appears.

Figure 6-2. Edit Application
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Note

Default application timeout settings for plug-ins is 300 sec and for user-defined applications
is 180 sec.

2. Enter new values into the Stop Timeout and Start Timeout text boxes or use the arrow buttons
to adjust the values (seconds).

3. Click OK to accept the new settings or click Cancel to close the dialog without making any changes.

Remove an Application
Application removal is a simple process and can be performed without having to stop Neverfail Engine.
To remove an application:

1. Select the application (in the Applications pane).

2. Right-click on the application and select Remove from the menu or click Remove at the top of
the pane.

A confirmation message appears.

3. Click Yes to remove the selected application, or click No to dismiss the message without deleting
the application.

Configure Applications

You can configure protected applications and enable or disable protection and monitoring. This feature
allows you to perform application maintenance without stopping Neverfail Engine or taking the whole
server offline. During installation, Neverfail Engine creates default settings for application configurations.
The Neverfail Advanced Management Client Applications: Summary page allows you to change the
settings.

To configure applications:

1. Click Configure (at the top of the Applications pane) to change these settings.

Figure 6-3. Applications Configuration
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2. Select Protect services and monitor all applications (recommended) or Unprotect services
and stop monitoring all applications (for manual application maintenance).
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Optionally select any or all of the following:
» Verbose Plug-in logging
« Discover protected data at startup
« Discover protected services at startup

3. Additionally, you can type a new value into the Reset rule trigger count after text box or use the
arrow buttons to adjust the values (hours).

4. Click OK to accept the new settings or click Cancel to close the dialog without making any changes.

View the Applications Log

The Applications Log is very useful in troubleshooting the protected application environment.

Figure 6-4. Applications Log
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The Applications Log provides information about the behavior of all protected applications and includes
events such as changes to task status, rule triggering, task outputs, and application warnings. The order
that entries are displayed can be sorted either ascending or descending by clicking on the column title.

You also can filter Applications Log entries to reduce the number of events displayed, and use the
Applications Log to troubleshoot application errors. For example, if an application fails, you can right-click
on the associated event in the Application Logs and select Properties to open the Log and investigate
the failure.
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Filter Application Log Entries

By default, all events are displayed in the Application Log pane. To filter the events displayed, perform
one of the following steps:

* Right-click on the entry and select Filters from the menu
* Click Filters at the top of the pane

The Application Log Filters dialog appears.

Figure 6-5. Application Log Filters
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Use the check boxes (select to display or clear to hide) to filter Application Log entries by at least one
Event Type. To display only entries within a particular time range, select the check box associated with
Only show events from and type values into the two date/time text boxes or use the up and down arrow
keys to adjust the dates and times. Click OK to accept the filter criteria or click Cancel to close the
dialog without changing the filter criteria.

3. Applications: Services

The Neverfail Advanced Management Client Applications: Services page shows services specified
by plug-ins or by the user, and any services related by dependency.
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Figure 6-6. Application: Services
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Change the Order of Services

You can change the order of services using Up and Down arrows (near the top of the page or on
the right-click menu) to change the order in which they appear in the list of services. It is important to
understand that the exact order in which services are started and stopped is influenced by a number

of key factors:

» The order in which application services are started can be specified by plug-ins.

« Service dependencies must be respected. For example, if service B is listed after service A in the
User Defined group, and service A depends on service B, then service B is started first.

« A service can be used by multiple applications (the same service can have more than one sponsor).

A service is started when the first application to reference it is started.

* The order of stopping services is the reverse of the order of starting service.
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Figure 6-7. Change the Order of Services
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4. Applications: Tasks

Tasks are a generalization and extension of the start, stop, and monitor scripts in earlier versions of
this product.

Task types are determined by when the tasks are run, and include the following:

» Network Configuration — This is the first type of task run when applications are started, and is
intended to launch Dnscmd, DNSUpdate or other network tasks. Where multiple DNScmds are
required, these can be contained in a batch script, which is then launched by the task. Network
Configuration tasks are the only types of task that can vary between Primary and Secondary
servers.

» Periodic — These tasks are run at specific configurable intervals.
» Pre/Post Start — These tasks are run before and after services are started on the active server.
» Pre/Post Stop — These tasks are run before and after services are stopped on the active server.

» Pre/Post Shadow — These tasks are run before and after a shadow copy is created on the active
server by the Data Rollback Module (not available in this version).

* Rule Action — These tasks can be configured to run in response to a triggered rule, or when a
service fails its check.

Tasks can be defined and implemented by plug-ins or by the user, or they can be built-in tasks defined by
Neverfail Engine. User defined tasks are implemented as command lines, which can include launching
a batch script. Examples of built-in tasks include monitoring a protected service state on the active and
passive servers. An example of a plug-in-defined task is the discovery of protected data and services
for a particular application.
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The Neverfail Advanced Management Client Applications: Tasks page provides a list of tasks and
associated status information, as well as features to quickly manage tasks.

Figure 6-8. Applications: Tasks page
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Change the Order of Tasks

You can change the order of tasks using Up and Down arrows (near the top of the page or on the right-
click menu) to change the order in which they appear in the list of tasks.

View, Add, and Remove User Accounts

You can view, add, and remove user accounts through the Neverfail Advanced Management Client.

Click User Accounts (near the top of the Applications: Tasks page). The User Accounts dialog

appears.

Figure 6-9. User Accounts
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* To add a user account:
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1. Click Add.

The Add User dialog appears.

Figure 6-10. Add User Account
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2. Type the name of the User, the associated Domain, and a Password into the corresponding
text boxes.

3. Click OK to add the new user, or click Cancel to close the dialog without adding the user.

Note

Because this information is used for executing tasks that require credentials, be sure
to populate these fields with information identical to the Windows credentials.

» To Remove a user, select the user account from the list in User Accounts dialog.
1. Click Remove.
A confirmation message appears.

2. Click Yes to remove the user, or click No to close the dialog without removing the user.
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Chapter 7. Data Protection

Related information

 Data: Replication

1. Data: Replication

Neverfail Continuity Engine can protect many permutations or combinations of file structures on the
active server by the use of custom inclusion and exclusion filters configured by the administrator.

Note

The Neverfail Continuity Engine program folder holds the send and receive queues on the active
and passive servers, and therefore should be explicitly excluded from the set of protected files.

You can view replication status and manage data replication through the Data: Replication page.

Figure 7-1. Data: Replication page
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1.1. Initiate a Full System Check

About this task

Certain system events, such as preceding a switchover or following a failover or split-brain syndrome,
may require running a full system check to ensure that the entire protected file set is synchronized
and verified. A full system check performs a block-level check identical to that performed during initial
synchronization and verification, and of the same files identified by the file filters.

To initiate a full system check:

Procedure

1. Click Full System Check in the left pane of the File Hierarchy pane.

Figure 7-2. Data: Replication File Hierarchy pane
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2. A Caution message opens and asks “Are You Sure You Want To Initiate A Full System Check?”
and explains that depending on the amount of protected data, this task may take a long time to
complete (a number of hours).

Figure 7-3. Full System Check Caution Message
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3. Click OK to initiate the Full System Check, or click Cancel to close the message without starting
the Full System Check.
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Note

Once a Full System Check is initiated, allowing it to run to its conclusion is strongly
recommended because canceling leaves the file system status Unchecked. Depending on
the amount of data, resynchronization may take substantial time to complete. Switchover is
not permitted until after the task is complete and the File System Status is Synchronized.

1.2. Fast Check

About this task

The Fast Check process is used by Neverfail Continuity Engine to rapidly verify files between servers
prior to starting applications. Fast Check compares file time stamps and attributes rather than the check
sums of the data thereby accelerating the startup and synchronization process. If the time stamp or
attribute check fails, than the normal verification and synchronization process will initiate. Additionally,
you can configure the length of time to wait for Fast Check to complete before starting applications.

Fast Check is beneficial after a graceful shutdown where severs were synchronized before shutdown.
Fast Check allows the server to check the file synchronization rapidly and start to service clients. If
Fast Check detects files that are out-of-sync, it initiates the full verify and synchronization process to
resynchronize your data.

When combined with Controlled Shutdown, Fast Check provides the ability to perform scheduled
unattended restarts of the servers. To enable Fast Check:

Procedure
1. Navigate to Data > Replication.
. Click the Configure button.

2

3. Select the Fast Check tab.

4. Select the manner in which Fast Check should operate using the Fast Check radio buttons.
5

. Configure Maximum Application Delay. This is the length of time Neverfail Engine will delay the
startup of the application while it attempts to establish replication between active and all passive
nodes.

6. Click OK.
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Figure 7-4. Configure Fast Check
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Note

When Fast Check is configured in addition to Controlled Shutdown, Neverfail Engine can
be configured to perform an unattended restart. For more information about Controlled
Shutdown, see Controlled Shutdown.

1.3. Manually Initiate File Synchronization

About this task

When an out-of-sync file or folder is detected, a red icon is displayed indicating the Out-of-sync status.
You can re-synchronize the out-of-sync file(s) manually using a process that is quicker and simpler than
the Full System Check.

To manually re-synchronize:

Procedure

1. Select one or more files and folders from the list in the right pane of the File Hierarchy pane. Multiple
files and folders can be selected from this file list by using the standard Windows multiple selection
techniques, Shift + click and Ctrl + click.

2. When one or more folders are selected, also select the Including Subdirectories check box to ensure
that all files within the folder(s) are also synchronized.

3. Click Synchronize. As the synchronization runs, you may see its progress in the Current Task pane
at the bottom left of the Data: Replication page. When the synchronization process successfully
completes, a green icon indicates synchronized status.
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You also can right-click on a folder in the tree view (in the left pane of the File Hierarchy pane) to
quickly select Synchronize or Verify and Synchronize from a menu. Both options automatically
include subdirectories.

Figure 7-5. Manual Selection to initiate file synchronization
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1.4. Manually Initiate Verify and Synchronize

About this task

To perform manual verification and synchronization, the process is identical to the one described
in Manually Initiate File Synchronization except that the process is started by clicking Verify and
Synchronize.

To manually verify and synchronize:

Procedure

1. Select one or more files and folders from the list in the right pane of the File Hierarchy pane. Multiple
files and folders can be selected from this file list by using the standard Windows multiple selection
techniques, Shift + click and Ctrl + click.

2. When one or more folders are selected, also select the Including Subdirectories check box to ensure
that all files within the folder(s) are also verified and synchronized.

3. Click Verify and Synchronize. As verify and synchronization runs, you may see its progress
in the Current Task pane at the bottom left of the Data: Replication page. When the verify and
synchronization process successfully completes, a green icon indicates verified and synchronized
status.

You also can right-click on a folder in the tree view (in the left pane of the File Hierarchy
pane) to quickly select Verify and Synchronize from a menu. This option automatically includes
subdirectories.

Each verification and synchronization request (manually or automatically scheduled) is defined as
a task with subsequent tasks queued for processing after the current task is completed. Each task
is listed in the Pending Tasks list to the right of the Current Tasks frame.
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Note

Individual tasks can be canceled, but canceling automatically triggered tasks can lead to
an Unchecked system. A warning is presented detailing the possible consequences of
canceling tasks.

Figure 7-6. Manual Selection to Initiate Verify and Synchronize
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1.5. Orphaned Files Management

Neverfail Continuity Engine provides the opportunity to check the system for orphaned files and either
notify the administrator or to delete the orphaned files. Orphaned files are those files in a protected set
that exist on the passive server but do not exist in the protected set on the active server in a pair.

Orphaned File Check can either delete or log files on the passive server that exist within the protected
set; they were “orphaned” because Neverfail Engine was not running when content changes were made
on the active server.

Note

Orphaned File Check does not delete files on the passive server if there is no file filter to include
the content as this would be unsafe.

Special Cases
Filters for files, file types, or other wildcards.
Folder root filters

Orphaned File Check will manage the entire contents of that folder (for example, D:\folder\**). This
deletes all passive files within the folder that do not exist on the active server, and includes content
created only on the passive server.

Exclusion file filters

150 Neverfail



Administrator's Guide Chapter 7. Data Protection

Orphaned File Check will not delete any files excluded from the protected set by exclusion filters. This
rule safeguards users and applications.

Filters for files, file types, or other wildcards

Orphaned File Check is not managing the contents of the folder (for example, D: \ dat abase\ *. | og),
only the selected files.

Orphaned File Check will only process files that match the filter and will not delete files with any other
extension within the folder D:\database.

Orphaned files are those files in a protected set that exist on the passive server but do not exist in the
protected set on the active server in a pair.

Prior to initiating an orphaned files check, you must configure the options for actions to take in the
event orphaned files are found. By default, Orphaned Files Check is configured to delete orphaned files.
Should you want to log the files presence, see Configure Orphaned Files Check.

Configure Orphaned Files Check

Prior to initiating an orphaned files check, you must configure the options for actions to take in the
event orphaned files are found. By default, Orphaned Files Check is configured to delete orphaned files.
Should you want to log the files presence, follow the steps below.

To Configure Orphaned Files Check options:
1. Navigate to the Data: Replication page and click on the Configure button.
2. Select the Orphaned Files tab.
3. Select the Detect orphaned files check box and in the On detection, take the following action drop-

down to automatically Delete the orphaned files or Log to file to add the files list to the log file.

Figure 7-7. Orphaned Files Configuration Options
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4. After selecting the options, click OK to close the dialog.

5. Click the Orphaned Files Check button.
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Figure 7-8. Initiate Orphaned Files Check
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Chapter 8. Other Administrative Tasks

Related information

* Post Installation Configuration

* Business Application Groups

» Configure Event Log Files

» Review Event Logs

» Recloning Secondary or Tertiary Server

 Deploying Neverfail Engine 8.5 Cluster in Amazon Web Services Cloud Environment
» Deploying a Passive Node in an Amazon Web Services Cloud Environment

1. Post Installation Configuration

Upon completion of installation of Neverfail Engine, you should perform the following Post Installation
tasks.

1.1. Configure the VmAdapter Plug-in

About this task

After installation of Neverfail Engine is complete, configure the VmAdapter Plug-in:

Procedure
1. Launch the Engine Management Service Ul for the server pair and login.
2. Navigate to Settings > Application Protection > Plug-ins.
3. Select the VmAdapt er NFPI ugi n. dl |
4. Click the Edit button.
The Edit Plug-in dialog is displayed.

5. For the Primary server, enter the Destination for VM migration of the Primary server by providing
the following information:

» Host (name or IP address as in vCenter)
» Datastore
* Resource Pool

6. For the Secondary server, enter the Destination for VM migration of the Secondary server by
providing one of the following:

« Host (name or IP address as in vCenter)

* Datastore
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* Resource Pool

7. If integration with vSphere HA monitoring is desired, select the Integrate with vSphere HA
monitoring check box.

This option requires vSphere HA Application monitoring for the cluster and VM.

8. Click OK.

1.2. Adding an Additional Network Interface Card

About this task

Neverfail Continuity Engine allows for installation using a single NIC on each Neverfail Engine server in
the Pair or Trio. When installed with a single NIC, Neverfail recommends that to prevent experiencing a
single point-of-failure, an additional NIC be installed or configured on each server in a Pair or Trio with
one NIC configured as the Public NIC and another configured for the Neverfail Channel.

Purpose: Add an additional network interface card (NIC) to allow moving the Channel IPs to a dedicated
NIC.

Adding an additional NIC to a physical server will require that Neverfail Engine be shutdown while the
NIC is added and the server must be restarted. If the server is a virtual server, the shutdown is not
necessary.

This procedure assumes that Neverfail Engine is installed as a V2V Pair with the Primary server active
and the Secondary server passive.

Procedure

1. Shutdown Neverfail Engine on all the nodes in the cluster and leave protected applications running.

2. On each node: Add a virtual NIC.

3. On each node: Open the Configure Server wizard, select the Channel tab, and double click the
Channel IP Routing you are moving to the new NIC. Select the new NIC in the drop down list and
click the Edit button.

4. On each node: Start Neverfail Engine.

5. Allow the server to synchronize.

2. Business Application Groups

Neverfail Continuity Engine offers the ability to group application servers together creating a Business
Application Group. Business Application Groups are a grouping of servers that share a common
purpose such as Microsoft Exchange servers, BlackBerry Enterprise servers, or Microsoft SQL servers
for monitoring and management purposes. With the Business Application Plug-in installed, Neverfail
Continuity Engine provides the ability to manage groups of servers as a single entity and perform
switchovers of a complete group from one site to another.
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2.1. Installing the Business Application Plug-in

Before you begin
Prior to installing and configuring the Business Application Plug-in, complete the following:

* If you are not using the same host name for all servers in a Cluster, you must configure Alternate
IP addresses on all servers in the Secondary sites.

» Configure persistent static routes for the Neverfail Channel between the servers within a Business
Application Group site as explained below:

— Configure persistent static routes between all of the Primary servers within the Business
Application Group at the Primary HA site.

— Configure persistent static routes between all of the Secondary servers within the Business
Application Group at the Secondary HA site.

— Configure persistent static routes between all of the servers within the Business Application
Group at the DR site.

 Create the following folder C:\ Program Fi | es\ | pswi t ch\ Fai | over\ R2\ Scri pt s on each server
in the clusters participating in the BAG. The Start Si t e batch files scripts used by BAG will be
placed in this folder.

Note

Add persistent routes with a lower metric to allow them to be attempted first.

About this task

The Business Application Plug-in (Busi nessAppl i cati onNFPI ugi n. dl 1) is installed after installing
Neverfail Engine.

Procedure

1. Download the zZ- SW Busi nessAppl i cati onPl ugi n. 201. 5. [ n] . zi p file to a temporary location
on the active server in the cluster.

Note

The Busi nessAppl i cati onNFPI ugi n. dl I must be downloaded and installed on each
cluster server to be included in the Business Application Group.

2. Extract the archive . zi p file.

3. Launch the Neverfail Advanced Management Client and navigate to the Applications: Plug-ins
page.
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Figure 8-1. Applications: Plug-ins Page
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4. Click Install.

5. Browse to the location of the Busi nessAppl i cat i onNFPI ugi n. dl | file and select the file.

Figure 8-2. Install Plug-in Dialog

Please enter 3 plug-n path

rsApplicationNFPIugin201 5 2BusinessApplicationNFPugin.dll i Browsi. .. ]

Microsoffs Certified for Windows Server 2008 R2 logo applies fo the
con product only, application pluging are nal currently cortified.

Lok [ cance |

6. Click OK.

7. Repeat the process on each Cluster to be included in the Business Application Group.

Important

Once the Business Application Plug-in has been installed, Neverfail recommends that you
do NOT edit the Business Application Plug-in directly but rather use the Edit Business
Application Group Wizard to make changes to the plug-in parameters.
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2.2. Creating a Business Application Group

Before you begin

The Neverfail Advanced Management Client requires that you have access to a minimum of two
Neverfail Continuity Engine clusters displayed in the Servers pane as Unconfigured to create a new
Business Application Group.

About this task

When the Neverfail Engine Business Application Plug-in is installed it is initially in an unconfigured
state. The Unconfigured icon appears in the left pane of the Neverfail Advanced Management Client
under Servers. All servers listed in the Unconfigured category are available as Business Application
Group candidates and may be added to a Business Application Group. Add the appropriate servers
to a Business Application Group to monitor or manage servers with a common function or purpose as
a group.

Procedure
1. Launch the Neverfail Advanced Management Client.
2. Navigate to File > Add Business Application Group.

The Business Application Group Wizard is displayed.

Figure 8-3. Business Application Group Wizard

Create Business Application Group Wizard -

Creating a Business Applcation Group

In order to create a Business Applicabon Group you must be connactad
to at least bwo dusters, and they both need to have the Business
Appication Plug-in installed

Belore clicking mied, make Sung thal all e Senvers you wan 1o include in
e new group are pregent in the servers Wee on the len of the main GUI,
under “Un-configured”

| MNedt=> |

3. Review the information in the Create Business Application Group Wizard and click Next.

The Enter Basic Group Information page is displayed.
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Figure 8-4. Enter Basic Group Information Page

Create Business Application Group Wizard -

Entier Basic Group Information

Business Application Group Mame
SharaPaoint Gp

Primary Site Mame
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Secondary Site Mame
Las Vegas|

<<Back | | MNeda* |
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4. Enter a name for the Business Application Group into the text field.
The name of the Business Application Group cannot exceed 15 characters.
5. Add the name of the Primary Site.
6. Add the name of the Secondary (DR) site and click Next.
The Add Servers to Business Application Group page is displayed. A list of available servers is

displayed in the left pane of the dialog.

Figure 8-5. Add Servers to Business Application Group Page

Create Business Application Group Wizard -

Adld servers 1o the Busingss Application Group

Awallable Sarvers Asded Sarvers

localinogt [ o

192.168.0.15 =
-

L
=

=
-

<<Back | | Neda>= |

| cancel

7. Select the servers to join the Business Application Group and click the > button to add the servers
to the Business Application Group. Click Next.
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The Select First Server to Switch page is displayed.

8. Select the server you want to be the first to switch within the Business Application Group. Click Next.

Figure 8-6. Select First Server to Switch Page

Create Business Application Group Wizard -

Salect the server that needs to be started first

Whien making a Busingss Applicalion Group Adive af 3 Sibe, the cusber
specified here will be stamed first ihe specified duster is not
contactable, then the first contactable cluster in the group will be slarted
first insiead.

Servers
localhast
192.168.0.15

=<Back | | Ned=z» |

Note

Neverfail Engine will attempt to switch the server indicated in step 8 above but in the event
that the server is unavailable, Neverfail Engine will continue to switch other servers in the
Business Application Group.

The Create Business Application Wizard Complete page is displayed.

9. The Create Business Application Wizard Complete page informs you that you have successfully
created a Business Application Group and can now take advantage of Neverfail Engine’s Site
Switchover capabilities discussed in Site Switchover. Click Finish.
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Figure 8-7. Create Business Application Wizard Complete Page

Create Business Application Group Wizard -

Create Business Application Wizard Compite

You have successiully completed the Create Busingss Application
Wizard. Click the Tinish” button fo apply your sefings and create the
group.

=< Back
| Finish | | Cancel

2.2.1. Configuring Neverfail Engine for Business Application Group

Procedure

1. If Public and Channel IP addresses share the same subnet then no changes to the Channel IP
SkipAsSource Policy are needed.

2. If Public and Channel IP addresses belong to different subnets then configure the Channel IP
SkipAsSource Policy as Never Skip. To do this:

« Shutdown Engine on the active server.

» Open Configure Server Wizard, go to Channel tab and configure the SkipAsSource policy as
follows:
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Figure 8-8. Channel IP SkipAsSource options

EE Server Configuration

Introduction Machine Channel Public Management License Logs

[ |  Channel IP Routing
ST | PRIMARY SECONDARY
17216944 [172.16.94.42

Channel Routing

Charmel routing defines the IP
addresses used to create a channel ﬂ
link between two servers. Each
channel link has a pair of
addresses, e.g. One for the
Primary and one for the
Secondary. In a trio there will be at
least one link between the Primary
and Secondary, Primary and
Tertiary, Secondary and Tertiary
servers. You need to configure the
channel links on all the servers in
the group by running the
Configuration Wizard on each
machme._ 57348

Default Channel Port

Default Channel Port HA | DR Topology

HA (LAN) Pair
Default Channel Port is the port
number used by default by the
Neverfail Channel.

Chanmnel IP SkipAsSource Policy

(Tt shonld not he chanead nnlass bl
ways Skip
when Active (default)
when Active and Pubbc Subnet

MNever Skip -

Mext >>

¢ Click Finish.

» Restart Engine on the active server.

Note

The SkipAsSource policy can be changed also without stopping Engine, by executing

the following nfclient commands:

— setpe Publicldentity Al waysSkipChannel|lPs false

— setpe Publicldentity Channel | PSki pAsSourcePol i cy NEVER

3. For each server, add both Channel and Public IP addresses as trusted clients on the
corresponding identity server on the other site (i.e. add Primary HA site IPs on Primary DR site and
viceversa; add Secondary HA site IPs on Secondary DR site and viceversa) using the following

command:

nfcnd | ocal host addTrustedd i ent <source_| P_address> <user_account > admi ni strator

4. Verify (and make changes if needed) that Business Application Group tasks defined are configured
to run with a user account added as trusted client in the above step : (e.g. if the Administrator
account is used - the trusted client added should be Administrator in this case).
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2.3. Editing a Business Application Group

About this task

Engine Management Service allows you to edit the configuration of an existing Business Application
Group.

Procedure

1. Navigate to File > Edit Business Application Group or click on the Edit Business Application
Group button.

The Edit Business Application Group Wizard is displayed.

Figure 8-9. Edit Business Application Group Wizard

Edit Business Application Group Wizard -

Editing 2 Business Application Group

This Wizard will guide you through the process of eciing a Business
Application Group,

Click nexd to begin.

2. Click Next.

The Enter Basic Group Information page is displayed.
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Figure 8-10. Enter Basic Group Information

Exkit Business Application Group Wizard [x

Entier Basic Group Information

Business Application Group Hame
SharePoint G|

Primary Site Mame
Austin

Suﬁmdm Site Mame
Lag Vegas

<= Back Ment ==

3. Edit the name of the Business Application Group, Primary Site, and/or the Secondary Site and click
Next.

The Select First Server to Switch page is displayed.

Figure 8-11. Select First Server to Switch Page

Eckit Business Application Group Wizard [x

Salect the server that needs to be started first

Whitn making a Busingss Applicalion Group Adive af 3 Sibe, the cusber
specified here will be stamed first Hihe specified duster is not
contactable, then the first contactable cluster inthe group will be started
first insiead.

SErVErs
localhast
192.168.0.15

<< Back Mt ==

Cancel

4. Select the server you want to be the first to switch within the Business Application Group and click
Next.

The Edit Business Application Wizard page is displayed.
5. Click Finish.
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2.4. Dissolve a Business Application Group

About this task

The Dissolve Business Application Group feature of the Neverfail Advanced Management Client allows
you to remove a Business Application Group without removing the servers from the Neverfail Advanced
Management Client.

Procedure

1. Using the Neverfail Advanced Management Client, select the Business Application Group to be
dissolved.

Note

If you do not intend to recreate the Business Application Group, you must remove the
Business Application Plug-in from each server in the Group.

2. Navigate to File > Dissolve Business Application Group.

Figure 8-12. Dissolve Business Application Group - Tool bar Button

[~
File Preferences Help

|| @ » |2+ 9 B B8

I Saners Sitﬁﬁl Business Application Group: SharaPaint Gp
* @O Groups = S
& <Default Group= : Make Second
[ﬁ SharePain Server Active Server
|_¥ 4@ sharePoint Gp_____|IEH PRIMARY
&) locamost 192 168.0.15 PRIMARY
& 192.168.0.15
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Figure 8-13. Dissolve Business Application Group - File Menu

~» Neverfail Heartbeat Management Client
-0 Preferences Healp

&b Add Conneclion

A dialog is displayed asking if you are sure you want to dissolve the Business Application Group.

Figure 8-14. Dissolve Business Application Group - Confirmation Dialog

Select an Option x|

@ ARG yOU SURE you wWand 10 E5sah B Selected Business Application Group?

[es ] [ 10 |

3. Click Yes to dissolve the Business Application Group.

2.5. Business Application Switchover

Neverfail Engine provides the ability to perform a managed switchover of a Business Application Group
thereby allowing the administrator to transfer the load of the active servers in the Business Application
Group to a secondary site with a single operation.

In the event that one of the servers in the Business Application Group should fail, the administrator
can perform a managed switchover to the secondary site thereby maintaining continuous availability
for users. Additionally, for maintenance and management purposes, the administrator can perform a
managed switchover to the secondary site for all servers in the Business Application Group with the
click of a single button.

The Business Application Group Summary page provides an overview of all servers within the Business
Application Group. Selecting an individual server within the group displays information that is specific
to the selected server.
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Figure 8-15. Business Application Group Summary Page
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2.5.1. Performing a Business Application Switchover

Procedure
1. Launch the Neverfail Advanced Management Client.
2. Select the Servers tab in the left pane.
3. In the Servers pane, select the Business Application Group to switch.
The Business Application Group Summary page is presented.

4. To perform a managed switchover, click:

Option Description

Make Secondary Site Active Switches the active operational load from the current
(Primary) site to an alternate Secondary site

Make Primary Site Active Switches the active operational load from the current
(Secondary) site to the Primary site

Figure 8-16. Business Application Group Summary Page
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The active servers at the current site become passive and the passive servers at the opposing site
become active.

2.6. Site Switchover

When Neverfail Engine is deployed for Disaster Recovery in a pair, Neverfail Engine can be configured
to perform a managed switchover at the site level.

167 Neverfail



Administrator's Guide Chapter 8. Other Administrative Tasks

When the Business Application Plug-in is installed and Business Application Groups are configured,
Neverfail Engine can provide a single button action to switch the active load of all Business Application
Groups in a single site to a Standby Site and back again as required.

This feature can be used when a Business Application Group member server has failed, an application
running on one of the servers has failed and cannot be restored, or a total site outage has occurred.

If the server that fails is the server configured to switch first, the Neverfail Advanced Management Client
will be unable to connect to the host name and after a retry, will attempt to connect via the Alternate IP
address. If the Alternate IP address has not been configured, then the connection will drop out of the
group and commands to switchover cannot be sent.

In the event of a WAN outage, the administrator needs to ensure that if the standby site is made
active, then the administrator must shut down the previously active site to prevent both sites from being
simultaneously active. To prevent both sites from being active at the same time, the administrator should
shut down the active site prior to making the Standby Site active. A site switchover assumes that the
Primary Site has experienced a total failure and that the servers in the Primary Site are not longer
running. If this is not the case, the administrator is responsible for shutting down the previously active
site.

2.6.1. Performing a Site Switchover

Procedure
1. Launch the Neverfail Advanced Management Client.

2. Select the Sites tab in the left pane.

Figure 8-17. Neverfail Engine Sites Overview Page
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3. Select the Site to change. Click:

168

Option

Description

Make Passive on this Site

The currently active site

Make Active on this Site

The currently passive site

If you select the currently active site, only the Make Passive on this Site button is available. If you

select the currently passive site, only the Make Active on this Site button is available.
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2.6.2. Perform a Site Switchover when the First Server to Switch is Unavailable

About this task

In the event that the First to Switch server in the Business Applications Group can not be contacted to
perform a switchover, you can perform a switchover by performing the steps below:

Procedure
1. Launch the Neverfail Advanced Management Client.
2. Login to Neverfail Engine on the Disaster Recovery server of the First to Switch Cluster.
3. Navigate to the Server: Summary page.
4. Select the Disaster Recovery server icon.
5. Click the Make Active button.

The Disaster Recovery server of the First to Switch Cluster becomes active.

2.7. Uninstall the Business Application Plug-in

Before you begin

If the Business Application Plug-in must be uninstalled for any reason, you must first dissolve the
Business Application Group and then uninstall the Business Application Plug-in. After uninstalling the
Business Application Plug-in, you can then reinstall the plug-in and create a new Business Application
Group.

About this task

The Neverfail Advanced Management Client allows you to uninstall the Business Application Group
Plug-in on-the-fly without stopping Neverfail Engine.

Procedure

1. After dissolving the Business Application Group, select the server to have the Business Application
Plug-in uninstalled.

Navigate to the Applications: Plug-ins page of the Neverfail Advanced Management Client.
Select the server on which to uninstall the Business Application Plug-in.

Select the Busi nessAppl i cati onNFPl ugi n. dl | .

o M w0 DN

Click Uninstall.

The Business Application Plug-in is uninstalled.
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Note

When upgrading the Business Application Plug-in on a server in a Business Application
Group, you must upgrade the Business Application Plug-in on all other servers in the
Business Application Group.

3. Configure Event Log Files

To configure default settings for log files, click Configure to invoke the Event Log Configuration dialog.
Select the General tab to configure the log file. This dialog allows you to define where the exported
comma separated variable file is stored and the name of the file by entering the path and filename
manually or browsing to a location using the browse feature. Click Browse to open an Explorer type
interface and navigate to the appropriate location.

Figure 8-18. Event Log Configurations: General

o Event Log Configuration -
Mail Log File | General |
Capacity
Record at most 300 B events
Export
Exportlogto  ClMeverfailHeartbeatEventLog.csv Browse... |
| ok | | cancel |

The length of the event list can also be adjusted using the Record At Most option. The default is to
record 300 events but changing the value increases or decreases the length of the log list accordingly.
After the logs are configured, click OK to commit the changes.

4. Review Event Logs

The events that Neverfail Engine logs are listed chronologically (by default) in the Event Log pane, the
first log appears at the top and subsequent logs below it. The display order for the events can be sorted
either descending or ascending by clicking on the column heading.
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Figure 8-19. Event Log page
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The events listed in the Event Log pane show the time the event happened, its importance, the type of
event that triggered the log, and its detail.

Since the detail in the data grid is truncated, it may be necessary to review the log in more detail by
double-clicking its entry in the pane.

Figure 8-20. Event Log Properties

12T 190742
Sorvdce Status Info
SECONDARY
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WinHTTP Wb Froay Aulo-Discovery Sefdce sehice is Slopped

The Event Properties dialog gives the full detail and trace of the log that caused the event along with the
source of the error aiding in troubleshooting. Further logs can be reviewed without having to close this
window by using the Up and Down arrows of the dialog box to scroll through the list of logs. This can
help identify the source of the problem when many simultaneous events occur. The Event properties
dialog may be closed by clicking Close.
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There are four categories of importance of events that Neverfail Engine by default is configured to log:

Icon Definition

[5%¢) These are critical errors within the underlying operation of Neverfail Engine and can be considered critical to the
operation of the system.

) Warnings are generated where the system finds discrepancies within the Neverfail Engine operational
environment that are not deemed critical to the operation of the system.

[og) System logs are generated following normal Neverfail Engine operations. Review these to verify the success of
Neverfail Engine processes such as file synchronization.

i ] Information events are similar to system logs but reflect operations carried out within the graphical user
interface rather than operations carried out on the Neverfail Engine Server service itself such as logging on etc.

The list of logs that Neverfail Engine records may be filtered to hide less important logs by clicking
Filters to invoke the Event Log Filters dialog, selecting the Show Events of at Least check box in the
Importance group, selecting the importance level from the drop down list, and clicking OK. Only logs
equal to or above the selected severity are displayed.

Figure 8-21. Event Log Filters

-] Event Log Filters -

Time
M Only show events from  SMTAS5 1237 FM @ untl 595 12:3T PM Ij

Importance

Show events of at least H;J Warning ¥ I importancs

OK | | Cancel

You can filter logs to display a subset of entries between a specific date and time range by selecting the
Only Show Events From check box and adjusting the start and end date, time, and clicking OK.

Icon Definition

Remove all entries from the event log — Click to clear the list.

Export event log as comma-separated text — Click to export the list to a comma separated variable file.
Configure the data export file name and path through the Event Log Configuration dialog (click Configure).

Mail event log to recipients immediately — Click to email the list to recipients immediately.

&
=

5. Recloning Secondary or Tertiary Server

The Reclone Secondary or Tertiary Server feature allows the administrator to perform a server reclone,
either in place or scheduled. The Secondary node, Tertiary node or both Secondary and Tertiary
nodes can be redeployed using this feature, while the Primary node needs to be active to serve as
source for the recloning operation. This feature is available in the Management menu, at the bottom
of the Deploy section.

You can find out more about the use cases in which the Engine's recloning use is recommended here:
When to Use Neverfail Patch Management Options.

When triggering a server reclone, certain prerequisites must be met before the procedure starts:
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« the Primary node is running (active) and serving applications

« for automated recloning: the Configure Connection to VMware vCenter Server must be configured

correctly in the Engine Management Software

« for automated recloning: VMware vCenter Server Converter must be configured if the Primary node

is not a VMware virtual machine.

When the above prerequisites are met, the cluster is in the Ready State. The Engine cluster may be
complete or incomplete: any of the passive servers, Secondary or Tertiary may be present or not.

Recloning Passive Nodes With Configured Static Routes - Supported
scenarios

* |IPv4 static routes created using the route command.

The route command is used to view and modify the network routing tables of an IP network. For
example:

route add 192. 168. 33. 63 mask 255.255.255. 255 192.168.33.254 |F 12 -p

The above command adds a persistent static route for the 192.168.33.63 destination IP address,
associated with the NIC interface defined by index 12, using the 192.168.33.254 address as next
gateway.

All the single NIC deployments.

All virtual-to-virtual (V2V) deployments, where the passive nodes recloning is done via VMware
vCenter cloning method.

All virtual-to-virtual-to-virtual (V2V2V) deployments, where the passive nodes recloning is done via
VMware vCenter cloning method.

Automated, Manual and Scheduled Automated recloning options, considering the above conditions
are met.

The Reclone Secondary or Tertiary Server feature provides three cloning options in the Select clone
type section:

» Automated Recloning

e Manual Recloning

* Scheduled Recloning

5.1. Automated Recloning

The Automated Recloning task is completely handled by either vCenter Server or vCenter Converter.

This option is available when choosing the Select automated cloning (recommended, requires
vCenter) option when configuring the clone type.
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Figure 8-22. Select automated cloning
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The cloning task is completely handled in an automated manner by either vCenter Server or vCenter
Converter, providing that the vCenter Server connection, including the Default Host and vCenter
Converter connection, if needed, have been properly configured.

The automated recloning task can handle the clones using two different approaches:

« Create and power-on the DR cloned VM automatically after cloning. This option is suitable
when a high-bandwidth connection is available to the target clone host. It is recommended to make
sure that you can successfully clone a VM to the remote host before using this option.

e Create a temporary powered-off DR cloned VM locally, so that the VMDK files can be
transferred manually. This option is suitable when the cloned VM will be moved manually to the
new host (for example using detachable storage or FTP to transfer the VMDK files).

Once the automated cloning option is chosen, the nodes to be cloned are available for selection in the
Select nodes page.
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Figure 8-23. Select nodes
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A full cluster reclone will clone the available passive nodes. If the cluster has a Tertiary node besides
its Secondary, the partial cluster reclone option is available. This allows the recloning of only the
Secondary or Tertiary nodes, or both, if selected so.

The selected nodes can be cloned to the same location as the original nodes or to a new host configured
in the Select location page.
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Figure 8-24. Select location
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The location for each selected node can be configured as follows:

* Reclone to the current location. Uses the current location of the selected node as clone host.
The Delete the original VM option allows the replacement of the selected node with its new clone.

« Reclone to a new location. Allows the selection of a new host and storage for the node's clone.
When choosing this option, the Select host and Select storage sub-sections will be available:

— The Select host page allows you to choose a target host through VMware vCenter Server,
where the new clone will be created. The clone will be powered-off after creation. The host

selection is available for each node marked for recloning.
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Figure 8-25. Select host

1) Sebect clone oo
2) Sebectnodes
3) Select locagon

a) Sebect bost
b) Sebect stomge
4} Ready o compliwe

| salect Host

Sebect 3 datacentir and hos! o the vrteal maching

I

- [y pCiouc-000029
frz20m
@z
gm0
@ renoar

1=

_ﬂ._.ﬁ_....,.ﬁ

@renom
@rreex
firz21024
@ r17221028
@imz2102
@ rz02r
@ 12051
@ 22082

4]

If you have s eleciod 1o move a Wi
the remcde site. it will ba created on
thiz hosk, b will be powered-of.

| = [

— The Select storage page allows you to select the storage location for each node. When creating
powered-off clones for manual transfer, the VMDK files of the cloned VMs will be stored here.

Figure 8-26. Select storage
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Note

If the new location has not been configured for the recloning job or the EMS is not able to retrieve
the original reclone target location from the Secondary or Tertiary nodes, the VMware vCenter
Server Default Host will be used for the target reclone location. The Default Host needs to be
configured in the Configure Connection to VMware vCenter Server .

The Ready to complete page shows the summary of the recloning task. The automated recloning task
will be executed immediately after its configuration, as soon as the cluster is in a ready state.

5.2. Manual Recloning

This cloning task is manually executed by the user. The manual recloning task can be executed at any
time after its configuration, when initiated by the user.

Figure 8-27. Reclone manual cloning
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Once the manual cloning option is chosen, the nodes to be cloned are available for selection in the Select
nodes page. Just like in Automated reclone, a full cluster reclone means that all available passive
nodes will be cloned (manually, by the user). If the cluster has a Tertiary node besides its Secondary,
the partial cluster reclone option is available. This allows the recloning of only the Secondary or Tertiary
nodes, or both, if selected so.

The Ready to complete page shows the summary of the recloning task. The task will not be executed
unless initiated by the user.
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5.3. Scheduled Recloning

Allows the scheduling of a recloning task that executes in the same manner as the Automated recloning

option, but at a specified time and using the specified repetition pattern.

Figure 8-28. Select scheduled automated cloning
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Note

Scheduled recloning may not be available for Engine clusters upgraded from older versions until
at least one automated reclone operation is performed before using the Scheduled recloning
feature.

After selecting the Scheduled automated cloning option, the Select schedule page offers the po
to enable the schedule and configure it.
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Figure 8-29. Select schedule
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The automated recloning execution date can be programmed as follows:
» Once every month. The reclone task is executed in the selected day of every month.

» Twice every month. The reclone task is executed in the two selected days of every month. Note
that the execution days always have a two weeks period between them (unless the first execution
is set to the 14th of the month, then the second execution will be triggered in the last day of the
month, regardless of how many days the month has).

» Every second week. The reclone task can be scheduled to run once in two weeks, on the selected
day. This allows a greater flexibility for scheduling two weeks reclone intervals without taking in
consideration the length of the months.

The time of the execution set using the following options:

» Starting at. The reclone task is executed at the selected hour during the planned execution day(s).
The Engine will wait for the cluster to be in the ready state within the span of the selected hour. If
the cluster becomes ready for recloning within the time frame, the reclone task will be executed.
If the cluster does not enter the ready state within the 60 minutes time frame, the reclone task will
not be executed.

* Some time between the hours. The reclone task is executed in the time frame between the
selected hours, as soon as the cluster is in the ready state. If the cluster does not enter the ready
state within the specified time frame, the reclone task will not be executed. This option allows the
configuration of a time frame bigger than 60 minutes in which the cluster can be ready for recloning.

The original passive nodes can be deleted after cloning if the Delete original VM option is selected.

A schedule can be reset (or cleared) using the Clear Schedule button available in the top side of the
page.

The Ready to complete page shows the summary of the recloning schedule and the reclone task that
will be performed.
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Note

As the Scheduled recloning procedure is depending on the time of Primary node, it is mandatory
that the time is correctly configured on both EMS and Engine.

6. Deploying Neverfail Engine 8.5 Cluster in Amazon Web
Services Cloud Environment

This topic covers the scenario in which the Neverfail Engine 8.5 Cluster is deployed in an Amazon Web
Services (AWS) Cloud environment.

Networking and Topology Prerequisites

The deployment of Engine 8.5 Cluster in an Amazon Web Services environment depends on the
following topology variables:

« Amazon Web Services Account - the same AWS account is recommended for deploying an
Engine 8.5 Cluster. Cross-account deployment is possible but not recommended.

* Virtual Private Cloud (VPC) - the cluster deployment is possible on the same Virtual Private Cloud
or on different Virtual Private Clouds.

 Availability Zone (AZ) - the cluster deployment is possible on the same Availability Zone or on
different Availability Zones.

* AWS Region - the cluster deployment is possible on the same AWS Region or on different AWS
Regions.

Considering the mentioned scenarios (see above), different network topologies are available for the
Engine 8.5 Cluster deployment. However, as long as the Engine nodes are able to communicate
between themselves through a channel connection, the Engine 8.5 Cluster will function correctly
(considering the below mentioned Known Limitations).

The only challange in deploying the Engine 8.5 Cluster in an AWS environment is meeting the required
interconnectivity conditions. Fortunately, the procedures for interconnecting different instances, given
the topology variables discussed above, are well documented by Amazon:

* Inter AWS Region connection: Multiple Region Multi-VPC Connectivity
* VPC-to-VPC peering:

— Creating and Accepting a VPC Peering Connection

— Updating Your Route Tables for a VPC Peering Connection

— Configurations with Routes to an Entire CIDR Block

» Cross region AMI copying (required for manual cloning of DR node to a different VPC): Cross
Region EC2 AMI Copy

Known limitations

1. Engine 8.5 nodes should be deployed using the same AWS account.
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2. Engine supported Public IP scheme

Depending on AWS EC2 cloud instances abstraction layer, you cannot have the same Engine
Public IP shared between two different AWS instances. This means that the Engine
traditional HA Pair or HA+DR Trio installs won't work in an all cluster AWS cloud deployment.
Hence, these are the supported scenarios for a AWS-to-AWS-(to-AWS) topology. Please note that
some of the scenarios require manual reconfiguration so that the different public IPs condition is
met.

e HA Pair with different Public IP addresses (requires post-install manual reconfiguration of
different Public IPs - done from Configure Server Wizard on each node).

* DR Pair with different Public IPs on each node

Note

DR Pair with same Public IPs on each node installation requires post-install manual
reconfiguration of different Public IPs - done from Configure Server Wizard on each
node. The resulting configuration is equivalent with the one above.

* HA+DR trio with different public IPs for the HA nodes AND DR node: (requires post-install
manual reconfiguration of different Public IPs - done from Configure Server Wizard on each
HA node).

3. Engine nodes cloning type
Supported cloning type: manual using the AWS cloning approach, i.e.
a. Go to the AWS instance
b. Select the instance and click on instance > action
c. Create image

d. Launch another instance from the image created above

6.1. Installing Neverfail Engine 8.5 DR Pair in different Amazon Web
Services VPCs

This use case example describes the procedure of deploying an Engine 8.5 Cluster in a AWS-to-AWS
DR topology with Primary and Secondary nodes sitting in different VPCs, having the same AWS Region
and Availability Zone.

Note

» This procedure can be applied also to the other supported Engine Pair scenarios - the
only differences are the way the networking prerequisites between Engine nodes are
implemented and the eventual manual public IP post-install configurations.

» Trio HA+DR deployments require to manually clone the Secondary node out of Primary then
to add a DR Tertiary node by cloning it manually out of Secondary. The cloning procedure
is the same for both Secondary and Tertiary nodes.
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« Static routes definition may be required on the Engine nodes defined in different subnets in
the same VPC. This depends on how the routing is defined between the subnets at VPC
level.

Step 1. Networking Prerequisites

¢ Existing AWS account with 2 VPCs defined in the same Region and Availability Zone as described
below.

¢ Primary-to-be server located in the Production VPC-A site.
VPC Configuration
¢ VPC-A (Production site)
— IPv4 CIDR: 172.31.0.0/16
— Subnet used by Production site: 172.31.71.0/24
* VPC-B (DR site)
— IPv4 CIDR: 172.32.0.0/16
— Subnet used by Production site: 172.32.73.0/24

* VPC-Ato VPC-B Peering connection defined: Configurations with Routes to an Entire CIDR Block

Figure 8-30. Peer Connection

Create Pearing Connection Actions v

Qs
B Name - Peering Connectio-  Status - Requester VPC Accepter VPC Regquester CIDR:  Accepter CIDRs

B AZBpeeing pox-aSeiafec & Active vpo-Sd2060834 | V... vpoSOT4elle V... 17231.0.0015 172.32.00/16

Peering Connection: pex-aSeiabos

Description DS Route Tables Tags
Requester VPC cwner 507357545496 Accepter VPC cwner
Requester VPC ID 3 Accepter VPC ID
Requester VPC Reglon  Ohio (us-disl-2) Accepler VPG Reglon
Requester VPC CIDRS 172 31 00016 Accepler VPC CIDRs 172 32000186
VPG Peafing Connection  pox-afolabos Peoring connection status
Expiration time

« Routing table updated with correct peering and subnet association
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Figure 8-31. VPC-A Routes
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Figure 8-32. VPC-B Routes

B VPC.B-32 rth-2447094¢ 1 Subnet Yes vpe-56T4e33e | VPC-B (DR)

rth-2447094c¢ | VPC-B-32

Summary Routes Subnet Associations Route Propagation Tags
et |
View:  All rules ¥
Destination Target Status  Propagated
172.32.0.0M16 local Active No
0.0.0.0/0 igw-38372151 Active No
172.31.0.0M16 pcx-aSelabcc Active No

e Each VPC Security Group updated with a inbound rule for allowing the traffic from the remote/
peered subnet source, i.e.

— Allow traffic from 172.32.73.0/24 source for VPC-A SG
— Allow traffic from 172.31.71.0/24 source for VPC-B SG

Important

In all the next steps, you must assign to each EC2 instance (EMS, Primary, Secondary) ALL
the private IP addresses that will be used on that given box, i.e. public IP-to-be, Channel IPs,
Management IP (if exists).

184 Neverfail



Administrator's Guide Chapter 8. Other Administrative Tasks

Step 2. Installing the Engine Management Service (EMS)

The EMS can be installed on any supported workstation or server which can access VPC-A and VPC-
B subnets. The EMS installation procedure is described in the Engine 8.5 Installation Guide.

Step 3. Installing Engine on Primary Server located in VPC-A (production site)

» Using the EMS, install Engine on the Primary server as indicated in the Engine 8.5 Installation
Guide.

» Make sure all the Public, Channel and Management IPs defined and managed by Engine are
registered/configured on the AWS EC2 Primary instance. For example:

— Public IP: 172.31.71.101/24
— Channel IP: 172.31.71.111/24

Figure 8-33. Instance IPs

rratmnge: | 10030 e Tolad a0 [lj-p-A) Private P2 172.31.71.981 - ==

Diription

Step 4. Adding Secondary/DR Node located in VPC-B (DR site)
» Using the EMS, add a Secondary DR node as indicated in the Engine 8.5 Installation Guide.
— Configure Secondary with the correct Public and Channel IP addresses:
e Public IP: 172.32.73.102/24
e Channel IP: 172.32.73.112/24

Configure also the correct GW and DNS server corresponding to the DR VPC-B site.
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Figure 8-34. Public Address
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Figure 8-35. Channel Address
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— Choose the manual cloning type then when requested

« Wait until EMS informs you that the Secondary Server is ready to be manually cloned, then proceed
with the AWS cloning as indicated above.

— Go to the AWS Primary instance.
— Select the instance and click on Instance > Action > Create image.
¢ Launch AWS Secondary instance from the Primary AMI image created above.

— Make sure the Secondary instance type matches (at least) the CPU, memory, storage, and
networking capacity configured for Primary instance.
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— Configure the instance with ALL the IPs that will be used on the Secondary server (Public,
Channel, Management IPs).

Figure 8-36. Network Interfaces

» Network interfaces (i

Device  Metwork Interface Subnet Primary IP Secondary IP addresses
eth0 MNew network interface = subnel-29¢T4141 * 172.32.73.102 Add IP
eth1 MNew network interface v subnet-29c74f41 | [172.32.73.112 Add IP

— Configure the VPC-B corresponding Security Group.

* When Secondary instance is created it will connect automatically to the Primary.

Step 5. Post-installation and other deployment considerations

« Trio: for HA+DR trio deployment, repeat the Step 4 above, having as source the Secondary Server.
Make sure the Tertiary instance is configured accordingly with the type, IP addresses, security
group, etc.

« Configuring Static Routes for Channel traffic: If these are required then configure them as
indicated in the How to Stretch LAN to WAN in Neverfail IT Continuity Engine in a Primary -
Secondary Configuration Knowledge Base article (also in the following chapter).

« Switchover considerations: EMS Server should access both Primary and DR subnets. Otherwise,
when Secondary is active it cannot connect to the newly active.

Figure 8-37. Engine Management Service
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7. Deploying a Passive Node in an Amazon Web Services
Cloud Environment

This topic covers the scenario in which the Secondary (or Tertiary, if applicable) cluster node, part
of an on-premise Neverfail Engine Cluster, is moved into an Amazon Web Services (AWS) Cloud
environment.

The procedure required to accomplish the described task is called stretching (LAN to WAN stretching)
can be summed up as follows:

1. The Secondary Engine node must be prepared for movement.
2. The AWS Cloud environment must be configured to run the Secondary node.
3. The Secondary node must be imported in the AWS Cloud environment.

4. The Neverfail Engine must be configured on the moved Secondary and on the on-premise Primary.

Detailed Scenario

Initial state: the Engine cluster is hosted on-premise and has a Primary and a Secondary HA node.
The DNS server is also hosted on-premise, in the same network environment. The two cluster nodes
and the DNS server communicate through a local area network (LAN).

Example IP initial configuration:

IP Value

Public and 192.168.69.x/24
Channel subnet

Public IP 192.168.69.10

Primary Channel IP | 192.168.69.211

Secondary 192.168.69.212
Channel IP
DNS server IP 192.168.69.1

Target state: the Engine cluster is stretched (LAN - WAN stretching) so the Primary node and the DNS
server reside in the same on-premise, LAN environment, while the Secondary node resides in the AWS
Cloud environment. The AWS hosted Secondary is now serving as a DR node in the Engine cluster and
is communicating with the Primary node and DNS server via WAN.

Example IP target configuration:

IP Value

Primary Public and 192.168.69.x/24
Channel subnet

Primary Public IP 192.168.69.10

Primary Channel IP 192.168.69.211

DNS server IP 172.31.70.x/124

Secondary Publicand | 172.31.70.x/24
Channel subnet

Secondary Public IP 172.31.70.100

The following diagram illustrates this scenario:
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Figure 8-38. LAN - WAN Stretching

Neverfail pCloud 29 Amazon AWS

DNSUpdat
DNSUpdate peEl I

DC/DNS Server
192.168.69.1

> LAN-WAN STRETCH >

=Channel LAN == =
Iirimary - Secbndary.fDR
P 192.168.69.10 P?Egg_“f;;_fgg'_‘}u l P 172.31.70.100
C:192.188.69.211 - 192.168.69.212 I CA72.31.70.112
M: 172.31.70.90
Channel WAN L

Performing the Stretching Procedure
The stretching procedure implies the steps described below.
1. Creating the IPSec tunnel.

The tunnel is required for establishing a connection and allowing traffic between the on-premise
Engine host and the AWS Cloud.

2. Preparing the Secondary node for stretching.

Note

The scenario implies that the Primary node is active and replicating on the Secondary
passive node.

The Secondary cluster node must be prepared before moving it to AWS Cloud. Make sure to follow
the steps below:

« Add the Domain Admin account to Neverfail Engine:
a. Login to the Neverfail Advanced Client.
b. Click Application.
c. Open the Tasks tab and highlight Neverfail Engine.

d. Click User Accounts..., click Add, and enter the Domain Admin account details.
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e. Click OK and click Close.
Shutdown Engine on all nodes.
On the Secondary node, set the Engine service startup to manual.
On the Secondary node, configure the UTC time settings as required by AWS.
On the Secondary node, set the IPv4 to DHCP. The IPv6 protocol should be disabled.

On the Secondary node, remove all removable drives (including CD and Floppy) and network
drives.

Shut down the Secondary node.

Export the Secondary node as OVA.

3. Setting up AWS Cloud.

Follow the AWS setup procedures detailed here to set up your AWS Cloud: Setting Up with Amazon
EC2.

4. Importing the Secondary OVA to AWS.
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The detailed procedure is described here: Importing a VM as an Image Using VM Import/Export.
The essential steps are listed below:

Create an Amazon S3 Bucket, required for uploading OVA images to AWS (prior to importing).
Check out the procedure here: How Do | Create an S3 Bucket?.

Upload the Secondary OVA to the AWS S3 bucket.

Create a new IAM user. This user will be used to import the virtual machine to AWS using the
AWS CLI. While being logged with the root account in AWS console, go to Services > Users
and select Add User. Note down the Access key ID and Secret key (they are required for CLI
connections to AWS).

Note

Make sure to add sufficient permissions to the new AWS user.

Install the AWS Command Line Interface, required by the VM Import Service Role. Check out
this link for more information: Install the AWS Command Line Interface on Microsoft Windows.

Create the VM import Service role. Check out this document for more information: Importing
a VM as an Image Using VM Import/Export.

After being created, the vmimport role should be available under IAM > Roles.

— Editthe rol e- pol i cy.j son file. Use the file bucket ARN where indicated as disk-image-
file-bucket. The file bucket ARN is displayed when hovering and clicking the S3 bucket row.

— Attach the policy to the role created above as indicated in AWS import role procedure.

Import the Secondary OVA to AWS AMI (considering that the upload is complete): Edit the
containers.json file inserting the appropriate S3 bucket name and OVA file name (as displayed
in the bucket) then import the OVA to AMI using the AWS CLI (as instructed in the AWS
procedure). Check periodically for import task status, as instructed.
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Note

The ImportTaskld will be used to check the status of the import operation.

5. Configuring and launching the EC2 Instance.

Go to AWS > EC2 > AMIs and select the image imported at previous step.
Click Launch and continue with instance configuration prior of launching.
Choose the instance type which should match your Primary's resources.

Configure the instance details.

Important

Choose the subnet configured for IPSec tunneling between the on-premise host and
AWS. Also, enable the public IP auto assignation in order to be able to access (RDP)
the AWS-hosted Secondary instance from a remote host (from a different subnet).

Configure the desired storage size.

Configure the Security group to allow traffic between the on-premise and the AWS subnets.
Here you can also configure the access for RDP connections from other management

computers.

Create a new key or use an existing one then connect to the new instance.

When the instance status is running, you can access (RDP) the AWS-hosted Secondary.

6. Reconfigure the Engine cluster as an on-premise-to-AWS DR pair.
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Configuring the migrated Secondary node.

— Launch Configure Server Wizard and Configure the new Secondary Channel IP. Make

sure that an existing NIC adapter is selected.

— Set the HA/DR Topology to DR (WAN) Pair.
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Figure 8-39. Edit Secondary channel route
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selected.

— Configure the new Secondary Public IP. Make sure that an existing NIC adapter is
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Figure 8-40. Edit public address
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— Set the Engine service startup to Automatic.

— Important: On AWS console, select Instance > Actions > Networking > Manage IP
addresses and assign to your EC2 instance ALL the private IP addresses that will be
used on Secondary, i.e. public IP address Channel IP address, Management IP address (if
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exists). This will allow traffic between the mentioned IP addresses and remote on-premises
site.

» Configuring the Primary node.
— Launch the Configure Server Wizard and set the new Secondary Channel IP.

— Set the HA/DR Topology to DR (WAN) Pair.

Figure 8-41. Edit Primary channel route
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Finish CEIa

— Start the Engine on both Primary and Secondary nodes.
« Configuring DNSUpdate task.

On the Primary Server, connect to Advanced Management Client and add two Network
Configuration tasks, as follows:

For the Primary server, select Primary radio button.

Edit command DNSUpdat e - aut o.

Click Run As and select from the menu the Domain Account previously configured in the
User Accounts dialog.

For the Secondary server, select Secondary radio button.

Edit command DNSUpdat e - aut o.

Click on Run As and select the Domain Account previously configured in the User
Accounts dialog.

» Configuring static routes for channel traffic.

If static routes are required (for multi-NIC install), configure them as indicated here:
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— Open Routing and Remote Access from Administrative Tools.

— Select the server name, then from the Action menu select Configure and Enable Routing
and Remote Access to launch the configuration wizard.

— Select Custom Configuration > LAN routing and verify that the RRAS service is started.
— Select the server again, navigate to IP Routing and select Static Routes.
— From the Action menu select New Static Route.

— From the drop-down, select the channel interface and enter the destination channel IP
followed by the mask 255.255.255.255 and the source machine gateway.

— Test the channel routing using the following command to ensure that all the packets will
be sent using the channel IP and not the principal (public) IP.

pat hpi ng -n Channel _I P

Note

For a trouble free WAN implementation, it is recommended that you use RRAS
for implementing static routes. Avoid using the interface ID when creating static
routes using the "route" command because the interface ID is dynamic and
increments each time a server is restarted or a NIC is disabled/enabled, and this
change will make the route invalid.

Note

The persistent routes ensure that any communication with the channel network is in
fact established via the physical channel NICs.

» Configuring DR ping targets.

On the Primary server update the Server Monitoring ping routing configuration:

In the Neverfail Advanced Client, select Server Monitoring.

On the Server Monitoring screen, in the Configure Pings section, click Configure....

Browse to the Ping Routing tab of the new window.

Update the Primary and Secondary IP addresses to match the new IP scheme
implemented in the steps above. Update both the Ping From and Ping To fields.

» Configuring VMware Tools service protection.

Issue: Considering initial HA pair was a VMware V2V, the VMware Tools service is installed
and protected by the vSphere Integration plugin. The service is also present on the stretched
AWS instance, though it cannot be started in this new context. Thus. if a switchover is

195 Neverfail



Administrator's Guide Chapter 8. Other Administrative Tasks

attempted, the service will be attempted to be started on the S/A but, as expected, will fail
(application errors will be logged).

WORKAROUND (use one of the following):
— uninstall vSphere Integration plugin if this is not used anymore when Primary is active

— modify target states for the VMware Tools service to be Any/Any: This can be done by
Adding the service to User Defined protection while Primary is active

* Switchover considerations.

The Engine Management Server should access both Primary and DR subnets. Otherwise,
when Secondary is active it cannot connect to the newly active.
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Related information

» Two Active Servers

» Two Passive Servers

* Invalid Neverfail Continuity Engine License
* Synchronization Failures

» Channel Drops

» MaxDiskUsage Errors

* Application Slowdown

1. Two Active Servers

Condition

The occurrence of two active servers is not by design and when detected,must be resolved immediately.
When there are two identical active servers live on the same network, Neverfail refers to the condition

as Split-brain syndrome.

Split-brain syndrome can be identified by the following symptoms:

1. Two servers in the Cluster are running and in an active state. This is displayed on the task bar icon

as P/A (Primary and active) and S/A (Secondary and active).

2. An IP address conflict may be detected in a Cluster running Neverfail Engine on the Public IP

address.

3. A name conflict may be detected in a Cluster running Neverfail Engine. In a typical WAN
environment, the Primary and Secondary servers connect to the network using different IP
addresses and no IP address conflict occurs. If the servers are running with the same name, then
a name conflict may result. This happens only when both servers are visible to each other across

the WAN.

4. Clients (for example, Outlook) cannot connect to the server running Neverfail Engine.

Solution

Cause

Two active servers (Split-brain syndrome) can be caused by a number of issues. It is important to
determine the cause of the Split-brain syndrome and resolve the issue to prevent reoccurrences of the

issue. The most common causes of two active servers are:

* Loss of the Neverfail Channel connection (most common in a WAN environment)

» The active server is too busy to respond to heartbeats
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» Mis-configuration of the Neverfail Engine software

After split-brain syndrome has occurred, the server with the most up-to-date data must be identified.

Note

Identifying the wrong server at this point can result in data loss. Be sure to reinstate the correct
server.

The following can help identify the server with the most up-to-date data:

1.

2.

Review the date and time of files on both servers. The most up-to-date server should be made
the active server.

From a client PC on a LAN, run nbtstat -A 192.168. 1. 1 where the IP address is the Public
IP address of your server. This can help identify the MAC address of the server currently visible
to clients.

Note

If the two active servers have both been servicing clients, perhaps at different WAN locations,
one and only one server can be made active. Both servers contain recent data, which cannot be
merged using Neverfail Engine. One server must be made active and one server passive before
restarting replication. After replication is restarted, ALL data on the passive server is overwritten
by the data on the active server. It may be possible to extract the up-to-date data manually
from the passive server prior to restarting replication. Consult the Microsoft knowledge base for
information regarding various tools that may be used for this purpose. For further information,
contact your Neverfail Support representative.

To Resolve Two Active Servers (Split-Brain Syndrome), perform the following steps.

Remedy

1.
2.
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Identify the server with the most up-to-date data or the server you prefer to make active.
Shutdown Neverfail Engine on all servers (if it is running).

On the server you select to make passive, right-click the task bar icon, and select Configure Server
Wizard.

Click the Machine tab and set the server role to passive.
Do not change the Identity of the server (Primary or Secondary).
Click Finish to accept the changes. Reboot this server.

Start Neverfail Engine (if required) and verify that the task bar icon now reflects the changes by
showing P/- (Primary and passive) or S/- (Secondary and passive).

On the active server, right-click the task bar icon and select Server Configuration Wizard.
Click the Machine tab and verify that the server role is set to active.

Click Finish to accept the changes. Reboot this server.
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10.

11.
12.

Important

As the server restarts, it connects to the passive server and starts replication. When this
happens data on the passive server is overwritten by the data on the active server.

Start Neverfail Engine (if required) and verify that the task bar icon now reflects the changes by
showing P/A (Primary and active) or S/A (Secondary and active).

Log into the Neverfail Advanced Management Client.

Verify that the servers have connected and replication has started.

2. Two Passive Servers

Condition

The Primary and Secondary servers are both passive at the same time.

The first indication that Neverfail Engine may be experiencing two passive servers is when users are
unable to connect to protected applications. This situation can prove serious to your business, and must
be addressed immediately. If you have already configured alerts, you are notified that replication is not
functioning properly.

Solution

Cause

» Two passive servers generally results from some kind of sudden failure on the active server — for
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example, unexpected termination of the Neverfail Engine R2 Service, a transient power failure, a
server reset triggered from hardware power or reset buttons, or any other type of unclean shutdown.
Following an unclean shutdown, an active server automatically assumes the passive role to isolate
itself from the network until the failure can be investigated.

The active server suffers a failure before completion of the handshake, which establishes the
Neverfail Channel. In this situation, the passive server has no way of detecting that the active
server is not responding when the failure occurs - no channel connection was established, so it is
impossible for the passive server to determine the condition of the active server. The active server
may suffer a transient failure as described above; and the passive server cannot respond by failing
over into the active role. This leaves both servers in the passive role.

Both Primary and Secondary server experience a power outage simultaneously (for example,
because they are using the same power source and neither is attached to a UPS). In this situation, a
failover is not possible. When the servers are restarted, each displays the following error message:
Cannot start replication because previous run did not shutdown properly. Check
configuration.
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Note

If an attempt is made to start Neverfail Engine without reconfiguring one server as active,
Neverfail Engine responds with the warning: No active server anongst [PRI MARY,
SECONDARY]

To resolve two passive servers, perform the following steps.

Remedy

1. Determine which server to make active.

2. If Neverfail Engine is running on either server, shut it down. Leave any protected applications
running on the server you selected to make active.

3. On the server you selected to make active, open the Configure Server Wizard, and select the
active role. Do NOT change the Identity (Primary / Secondary). Save the changes and exit the
wizard.

4. On the server you selected to make passive, open the Configure Server Wizard, and confirm that
the role is passive. Do NOT change the Identity (Primary / Secondary). Exit the wizard.

5. Reboot all servers. This ensures that all protected application services are stopped on the passive
servers and started on the active server.

6. Start Neverfail Engine on both servers.

3. Invalid Neverfail Continuity Engine License

Condition

The Neverfail Continuity Engine License is generated from the HBSIG of the host machine. This unique
key is generated by examining the Fully Qualified Domain Name (FQDN), Machine SID, and software
installed on the server. A valid license key must match the HBSIG.

During normal operations, you receive an error message stating your Neverfail Engine License key has
expired or Neverfail Engine fails to start after rebooting the server or stopping Neverfail Engine.

Solution

Cause
A license key can become invalid for any of the following reasons:
» Taking a server out of a domain and adding it to another domain.

» The Neverfail Engine License has expired - If a licensing problem arises during an implementation,
Neverfail may provide a temporary or time-limited license so that the implementation can proceed.
Temporary or time-limited licenses have a defined expiration date, and prevents Neverfail Engine
from starting when the date is exceeded.
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» Windows Management Instrumentation (WMI) hung or not running. Neverfail Engine uses WMI
to validate the license on the Primary server and if WMI is hung or not running validation cannot
complete.

Remedy

1. Ifthe invalid license error is due to changes in the domain status of the Primary server, or expiration
of a temporary or time-limited Neverfail Engine License key, simply generate request a new license
key for the Primary server.

2. If the invalid license error is not due to expiration of a temporary or time-limited Neverfail Engine
License key, review the Windows Services and ensure that WMI is running. If WMI is running, stop
the WMI Service, restart it, and then attempt to start Neverfail Engine.

4. Synchronization Failures

When Neverfail Engine is started, a Full System Check runs to ensure that:
* All protected Registry Keys and values from the active server are present on the passive servers.
* All protected File/Folder structures from the active server are present on the passive servers.

After the Full System Check finishes, the File System Status and the Registry Status should be in a
Synchronized status. There may be cases when the File System Status or the Registry Status is shown
as Out-of-sync or Synchronized and busy processing. Some of the cases are described below, with
possible reasons and workarounds.

4.1. Services Running on the Passive Server

Condition

File System Status is Out-of-sync or Synchronized and busy processing.

Solution

Cause

A service that is running on the passive server may open a protected file for exclusive access. If Neverfail
Engine attempts to update a file which has been opened in this way, the following error is logged by
the Apply component: [ N29] The passive Neverfail Continuity Engine server attenpted to
access the file: {filenane}. This failed because the file was in use by another
application. Please ensure that there are no applications which access protected
files running on the passive.

Services that keep files locked on the passive server might be:
» Protected application services

 File-level anti-virus tool services
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The NNTP service in a Neverfail Engine for IIS deployment (if the \I net pub folder is shown as Out-
of-sync)

[ISAdmin service in a Neverfail Engine for IIS deployment (if C:\ W NDOWS\ syst enB2\i net srv
\ Met aBase. xm is shown as Out-of-sync). IISAdminservice starts on the passive after a reboot of
the server and must be stopped manually.

Until the file is closed on the passive server, Neverfail Engine reports that the file's status, and hence
the File System Status, is Out-of-sync.

To resolve an Out-of-sync system status, take the actions below.

Remedy

1. Ensure Protected Application services are set to Manual on both servers and that they are not
running on the passive server(s).

2. Ensure that the Recovery Actions set from the Service Control Manager (SCM) for the Protected
Application services are Take No Action (otherwise, the Protected Application services are restarted
by the SCM).

3. Ensure that file-level anti-virus is not part of the protected set as the file-level anti-virus and the
corresponding services are running on both servers.

4. Ensure the NNTP service is not running on the passive server in a Neverfail Engine for IIS
deployment (if \ I net pub folder is shown as Out-of-sync). This is valid for some of the Exchange
implementations as well, where [IS Admin is protected.

5. Ensure that ISAdmin is not running on the passive server in a Neverfail Engine for IIS deployment

(if C:\ W NDOWB\ syst enB2\i net srv\ Met aBase. xnl is Out-of-sync) if ISAdmin service is started
on the passive.

4.2. Neverfail Channel Incorrectly Configured

Condition

If the Neverfail Channels are not properly configured, they cannot initiate the handshake to establish
communications through the channel connection. Failure to establish the channel connection prevents
a Full System Check and leaves the File System Status and Registry Status as Out-of-sync.

Solution

Cause

The most common Neverfail Channel configuration errors are:

» Channel IP addresses configured in different subnets (in LAN configurations)

* In a WAN configuration, no static routes between the channel NICs

Remedy

1.
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Verify that channel IP addresses are properly configured.
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2. In a WAN configuration, verify that static routes between channel NICs are properly configured.
3. Ensure that NetBIOS settings on the channel NICs have been disabled.

4.3. Incorrect or Mismatched Disk Configuration

Condition
Common disk configuration errors which may affect a Cluster:

When Neverfail Engine starts, the complete set of File Filters is checked for consistency. If any of the
entries points to a non-existent drive letter or to a non-NTFS partition, the list of File Filters is reset to
the default value of C:\ Prot ect ed\ **. This is a safety measure; Neverfail Engine requires the same
drive letter configuration on the Primary and Secondary servers, and only supports protection of NTFS
partitions.

Solution

Cause

Different partition structures on the Primary and Secondary servers, resulting in one or more file filters
pointing to drives which cannot be protected on all servers. For example:

» The Primary server has drive G, which is a valid NTFS partition; but there is no corresponding
drive on the Secondary server

» The Primary server has drive G , which is a valid NTFS patrtition; but the equivalent drive on the
Secondary server is a CD / DVD drive or a FAT / FAT32 partition, which cannot be protected by
Neverfail Engine.

In either case, if a file filter is configured to protect a directory on drive G , the entire filter set is rejected
and the filters are reset to the default value of <W ndows dri ve>\ Prot ect ed\ **.

Remedy

1. If this occurs, follow the steps documented in KB-500 — The set of File Filters is reset to C:
\ Pr ot ect ed\ **. What should | do next?

4.4. The Passive Server has Less Available Space than the Active
Server

Condition

Replication stops and the following error is reported: [ N27] Fai l ed to wite information for the
file: {filename} to the disk. Either the disk is full or the quota (for the SYSTEM
account) has been exceeded.
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Solution

Cause

The passive server has less available disk space than the active server and this prevents replication
of updates to the passive server because the quantity of updates from the active server exceeds the
available disk space on the passive server.

Remedy

1. Free up some additional disk space on the passive server. Make sure you are not deleting data
from the protected set as you might lose data in the event of a switchover. This may require you
to update the disk subsystem on the passive server.

2. When complete, you must manually start replication.

4.5. Unprotected File System Features

Condition

Another possible reason why Neverfail Engine cannot synchronize certain files or directories is the
presence in the replication set of so-called “unprotected” file system features.

The default behavior for Neverfail Engine in the presence of Unprotected Features from category 2
(Extended Attributes and file encryption) is to log an error and set the File System Status to Out-of-sync.
If these types of files are present in the replication set, replication continues, but the system remains
Out-of-sync.

Solution

Cause

Neverfail Engine does not synchronize if the replication set contains files with unprotected file system
features. Unprotected file system features are described by category the following KB: Neverfail for File
Server: Unprotected Features of the Windows NTFS File System.

Remedy

1. Two methods of dealing with these Unprotected Features are described in the following KB:
Neverfail for File Server: Unprotected Features of the Windows NTFS File System. If these features
are not essential for the normal operation of your file system, zipping and unzipping the affected
files within their parent directory removes the Unprotected Features, allowing the Neverfail Engine
to synchronize the file system.
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4.6. Registry Status is Out-of-Sync

The Registry may be reported as Out-of-Sync when one or more Registry keys fail to synchronize. There
are at least two possible reasons.

4.6.1. Resource Issues

Condition
Neverfail Engine logs the following error message:

Call to RegOpenKeyEx failed: on <Reg Key> : Insufficient system resources exist to
conpl ete the requested service

Solution

Cause

One or both of the servers are running low on virtual memory.

Remedy

1. This is usually a sign that the server does not have enough virtual memory left. Restart the server
to correct this problem.

4.6.2. Registry Security Issues

Condition

Neverfail Engine is unable to read/sync/replicate the registry.

Solution

Cause

If a protected registry key has permissions that deny Write access to the System account, Neverfail
Engine may be unable to synchronize or replicate it.

Remedy

1. Change the permissions on the affected registry key to grant the System account Full Control.
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5. Channel Drops

5.1. Performance Issues

Condition

The message java. i 0.1 OException: An existing connection was forcibly closed by the
renot e host appears in the active server's NFLog.txt file, and the channel connection between the
servers is lost.

Solution

Cause

This condition is unusual and generally points to an application, or Windows itself, experiencing a fault
on one of the passive servers. The most likely issue here is a sudden reboot / restart of the passive
server and may be due to one of the following causes:

» The server is configured for automatic software update management and some updates force a
server reboot.

» There is a software or Operating System issue which occasionally results in a BSOD and system
restart.

» The Neverfail Continuity Engine R2 service itself experiences problems and may hang or terminate
unexpectedly.

Remedy

1. Determine the likely source of the hang or reboot by examining the Windows event logs.
2. Alternatively, if the server does not show any evidence of a system restart or application hang, the
issue may be due to one or both of the channel NICs forcing a channel disconnection.

5.2. Passive Server Does Not Meet Minimum Hardware
Requirements

Condition

The data rate between the servers is very high during a Full System Check and the channel drops.
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Solution

Cause

A The passive server does not meet the recommended hardware requirements for Neverfail Engine
or it meets them but is much less powerful than the other server(s) in the Cluster. The underpowered
server cannot apply the received replication data from the active or passive server at the rate that the
data is sent to the is passive server.

Remedy

1. To avoid reinstalling your Neverfail Engine solution, it is best to tackle this issue by upgrading the
hardware (for example, memory and or CPU) on the passive server. It is important to establish the
identity (Primary or Secondary) of the affected server before you perform the upgrade.

5.3. Hardware or Driver Issues on Channel NICs

Condition

The Neverfail Channel drops or disconnects and reconnects intermittently.

Solution

Cause

 Old/wrong drivers on the channel NICs

If the physical connection used for the Neverfail Channel connection uses a hub or Ethernet switch,
a hardware fault may cause the channel to drop

Defective Ethernet patch or crossover cables

» Improper configuration of the NICs used for the channel connection

ISP problems in a WAN environment

Remedy

1. Verify that channel NIC drivers are the correct/latestversions. This is a known issue with HP/
Compagq ProLiant NC67xx/NC77xx Gigabit Ethernet NICs but may affect other NIC types as well.
See KB-116 — Neverfail Engine and Gigabit Ethernet NIC drivers. (NC77XX).

2. Verify hubs and Ethernet switches are operating properly. Identify and replace any defective

components.

Test for defective Ethernet patch or crossover cables and replace if defective.

Correctly configure the NICs used for the channel connection.

5. Verify the physical link to identify any ISP problems.

»w
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5.4. Firewall Connection

Condition

In both a LAN or WAN deployment of Neverfail Engine, the channel may be connected via one or more
Internet firewalls. Since firewalls are intended to block unauthorized network traffic, it is important to
ensure that any firewalls along the route of the channel are configured to allow channel traffic.

The Neverfail Channel cannot connect or connects and disconnects continuously.

Solution

Cause

In a WAN deployment, port #57348 (or any other port configured for the Neverfail Channel) is closed
on one or more firewalls on the route between the channel NIC on the active server and its counterpart
on the passive server.

Remedy

1. Open port #57348 (and any other port configured for the Neverfail Channel) on all firewalls on the
route between the channel NIC on the active server and its counterpart on the passive server.

5.5. Incorrect Neverfail Channel Configuration

Condition

IP conflicts are encountered on one of the channel IP addresses. The Neverfail Channel does not
connect or connects and disconnects.

Solution

Cause

Identical IP addresses at each end of the channel, IP addresses in different subnets without static routing
at each end of the channel, or a channel NIC configured for DHCP when a DHCP server is not available.

During installation, Neverfail Engine configures the channel NICs with user provided information.
Providing incorrect information or incorrectly modifying the channel NIC configuration after installation
can cause the Neverfail Channel to fail communicating.

On rare occasions, if the servers in a Cluster have NICs of the same type in a different order, both the
name and IP address of a channel NIC on the Primary server may be transferred to the Public NIC on
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the Secondary server; or the name and IP address of the Public NIC may be transferred to a channel
NIC. If this happens, it can be hard to reconcile the names of the NICs with their physical identities,
making it difficult to assign the correct IP address to each NIC on the Secondary server.

Remedy

1. It is part of the normal Neverfail Engine installation process to manually assign the correct IP
addresses to each NIC on the Secondary server. If there is no channel connection between
the servers, verify that the IP addresses on the Secondary server's channel NICs are correctly
configured. Verify the settings for the Public NIC, since any configuration error here may not be
apparent until a switchover is performed or a failover occurs.

It is possible to capture the identities of all of the NICs on the Secondary server prior to installing
Neverfail Engine, by opening a Windows Command Prompt on that server and executing the
following command:

i pconfig /all > ipconfig.txt

This saves the current name, TCP/IP configuration, and MAC address of each NIC on the
Secondary server to a file called i pconfi g. t xt , which is present on the server after the Plug and
Play phase of the Neverfail Engine install is complete. At this point, it is possible to compare the
pre-install and post-install state of each NIC by running ipconfig /all from a Windows command
prompt and comparing the output of this command with the content of the file i pconfi g. t xt. The
MAC address of each NIC is tied to the physical identity of each card, and never changes - so it
is possible to identify each NIC by its MAC address and determine its original name and network
configuration, even if these have been updated by the Plug and Play process.

5.6. Subnet/Routing Issues — In a LAN

Condition

The Neverfail Channel disconnects or fails to connect in a LAN deployment.

Solution

Cause

The Neverfail Channel may disconnect or fail to connect due to the Public NIC and/or one or more
channels sharing the same subnet.

Remedy

1. If Neverfail Engine is deployed in a LAN environment, the Public IP address and the channel IP
address on a server should be in separate subnets. If there are multiple redundant channels, each
should have its own subnet. Verify the network configuration for each NIC and correct any issues.
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5.7. Subnet/Routing Issues — In a WAN

Condition

The Neverfail Channel disconnects or fails to connect in a WAN deployment.
Solution

Cause

When the Neverfail Channel disconnects or fails to connect in a WAN deployment it may be because
the static route is not configured or is configured incorrectly.

When Neverfail Engine is deployed in a WAN, it is generally not possible for the Public IP address and
the channel IP addresses to be in different subnets, since there is usually a single network path between
the two servers. To ensure that channel traffic is routed only between the endpoints of the channel, it
is necessary to configure a static route between these endpoints.

Remedy

1. Refer to KB: How to Create a Static Route for the Neverfail Channel Connection in a WAN
Environment where the channel and Principal Public) IP addresses are on the same subnet in a
WAN environment, for a detailed discussion about WAN channel routing issues, and for instructions
on how to configure a static route for the Neverfail Channel.

6. MaxDiskUsage Errors

Disk Usage and Disk Quota Issues

Neverfail Engine uses queues to buffer the flow of replication data from the active server to the passive
server. This configuration provides resilience in the event of user activity spikes, channel bandwidth
restrictions, or channel drops (which may be encountered when operating in a WAN deployment). Some
types of file write activity may also require buffering as they may cause a sharp increase in the amount
of channel traffic. The queues used by Neverfail Engine are referred to as either the send queue or the
receive queue with each server in the Cluster maintaining both a send queue and receive queue for
each channel connection.

Send Queue

Neverfail Engine considers the send as 'unsafe' because the data in this queue is awaiting replication
across the channel to the passive server and is vulnerable to loss in the event of a failover. As a result of
failover, some data loss is inevitable, with the exact amount depending upon the relationship between
current channel bandwidth and the required data transmission rate. If the required data transmission
rate exceeds current channel bandwidth, the send queue fills; if the current channel bandwidth exceeds
the required data transmission rate, the send queue empties. This situation is most commonly seen in a
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WAN environment, where channel bandwidth may be restricted. In a LAN with normally high bandwidth
on a dedicated channel, the size of the send queue is zero or near zero most of the time.

Note

On a server that is not protected with Neverfail Engine, all data is technically 'unsafe' because
it is possible to lose all data if the server fails.

Receive Queue

The target queue on the passive server is called the receive queue and is considered safe. Neverfail
Engine considers the receive queue safe because the data in this queue has already been transmitted
across the channel from the active to the passive server, and is not lost in the event of a failover, since
all updates to the passive server are applied as part of the failover process.

The queues (on both servers) are stored on-disk, by default in the <Neverfail Engine Install
Di rect or y>\ R2\ | og, with a quota configured for the maximum permitted queue size (by default, 10 GB
on each server). Both the queue location and the quota are configurable.

There are two ways to set the queue size:

» With Neverfail Engine started, open the Neverfail Advanced Management Client and select Data:
Traffic/Queues. Click the Configure button. Configure the value for the Max Disk Usage and click
OK. Itis necessary to shut down and restart Neverfail Engine (specify that the stopping of protected
applications is not necessary) for the change to take effect.

« With Neverfail Engine shut down on the active server, open the Configure Server Wizard and
select the Logs tab. Set the value of Maximum Disk Usage and click Finish.

Note

Neverfail Engine is a symmetrical system, and can operate with either server in the active role.
For this reason, the queue size is always set to the same value for both servers.

MaxDiskUage Errors

If Neverfail Engine exceeds its pre-configured queue size, it reports an error message. There are several
possible reasons for this, with the most common ones shown below.

When Neverfail Engine reports [L9] Exceeded t he maxi mim di sk usage
(NFChannel ExceededMaxDi skUsageExcept i on), the following conditions exist:

» On the active server, it indicates that the size of the send queue has exceeded the disk quota
allocated for it.

» On a passive servetr, it indicates that the size of the receive queue or send queue has exceeded
the disk quota allocated for it.

Neither of these conditions is necessarily fatal, or even harmful; but it is important to try to determine
the sequence of events, which led to the condition appearing in the first place.
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6.1. [L9]Exceeded the Maximum Disk Usage on the ACTIVE Server

Condition

Replication stops and restarts or stops completely (if the event occurs while a Full System Check is in
progress) and the Neverfail Engine Event Log displays the error [ L9] Exceeded the maxi mum di sk
usage, originating from the ACTIVE server.

Solution

Cause

As stated previously, if there is a temporary interruption in the Neverfail Channel, or there is insufficient
channel bandwidth to cope with the current volume of replication traffic, the send queue may begin to
fill. If the situation persists, the size of the queue may eventually exceed the configured disk quota.

Remedy

1. Assuming there are no other channel connection issues (see KB: Neverfail Channel Drops) you
can increase the amount of disk space allotted to the queues to prevent this situation recurring.

The default setting is 10 GB, which may be insufficient on servers with a large volume of replication
traffic and/or limited channel bandwidth. If you have sufficient disk space, set the queue size to zero
(unlimited). This allows Neverfail Engine to utilize any free disk space to store the queues.

6.2. [L9]Exceeded the Maximum Disk Usage on a PASSIVE Server

Condition

Replication stops and restarts or stops completely (if the event occurs while a Full System Check is in
progress) and the Neverfail Engine Event Log displays the error [ L9] Exceeded the maxi mum di sk
usage, originating from a PASSIVE server.

Solution

Cause

« In this situation, the bottleneck lies between the Neverfail Channel NIC and the disk subsystem on
a passive server. When replication traffic passes across the channel faster than it can be written
to disk on the passive server, it is buffered temporarily in the passive server’s receive queue. As
before, if this situation persists, the size of the queue may eventually exceed the disk quota allotted.
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If the passive server is much less powerful than the active server, in terms of processor speed, RAM
or disk performance, it may lag behind the active server during periods of high replication activity. If
you suspect this is the case, it may be useful to monitor one or more Windows performance counters
to determine which component is experiencing sustained high activity. Intensive page file use or
persistently large disk queue length may indicate a problem, which can be solved by upgrading one
or more physical components of the server.

» Note that any server can be active or passive. If the Secondary server is more powerful than the

Primary server, hardware-related issues might only occur while the Secondary server is in the active
role.

If you have multiple physical disks on each server, it may be worth locating the Neverfail Engine send
and receive queues on a separate physical disk, away from the Windows directory, the Windows page
file, and any protected files to help alleviate disk performance issues. To do this:

Remedy

1. Shut down Neverfail Engine.

2. Open the Server Configuration Wizard and select the Logs tab.

3. Set the intended path for Message Queue Logs Location and click Finish.

4. Start Neverfail Engine on all servers.

Note
The selected path is applicable only to the specific server where the change was performed.

5. You may alleviate the symptoms of this problem by simply increasing the amount of disk space
allotted to the queues. If you have reason to suspect that a hardware issue is the root of the problem,
it is better to correct that problem at the source if possible.

6. Itis also possible for the size of the receive queue to increase sharply in response to certain types
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of file write activity on the active server. This is most obvious when Neverfail Engine is replicating a
large number of very small updates (typically a few bytes each) - the volume of update traffic may be
far greater than the physical size of the files on the disk, and so the receive queue in particular may
become disproportionately large. This pattern of disk activity is often seen during the population of
Full-Text Catalogs in Microsoft SQL Server.

. Increase the amount of disk space available for the queues, as described above; it may be also

help to alleviate the issue by moving the queues to their own physical disk, or upgrading memory
or the disk subsystem.

Neverfail Engine requires a certain amount of system resources for its own basic operations
and requires some additional resources for processing replication traffic. This is in addition to
the resources used by Windows and other applications running on the server (including critical
applications protected by Neverfail Engine). It is always a good idea to ensure that there are
sufficient resources for all of the applications and services running on such a server to provide
maximum performance, stability, and resilience in the face of changing client, server, and network
activity.
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6.3. [L20]Out of disk space (NFChannelOutOfDiskSpaceException)

Condition

Replication stops and the Neverfail Engine Event Log displays the error [ L20] Qut of di sk space,
originating from either server.

Solution

Cause

This is similar to the [ L9] Exceeded t he maxi num di sk usage scenario, with one important difference
- one of the queues has exceeded the amount of physical disk space available for it, without reaching
its quota limit. So, for example, if the maximum queue size is set to 10 GB, but only 3 GB of physical
disk space remains, this message is reported if one of the queues exceeds 3 GB in size.

Remedy

1. The strategy for dealing with this is simple - it is necessary either to free up more disk space, or to
move the queues to a disk with sufficient free space to accommodate queue sizes up to the limit
configured for Maximum Disk Usage.

7. Application Slowdown

Any piece of software installed on a server or workstation consumes a finite amount of system resources
when it runs, and it must share the resources it uses with any other applications, which are running
at the same time. If the total resource requirement for the applications exceeds the available physical
resources, the operating system gracefully attempts to provide resources but some applications may be
under-resourced. This may mean that an application cannot obtain enough memory to operate normally,
or that a process is required to wait to access the hard disk.

In a situation where applications are competing for resources, it is likely that one or more applications
suffer from poor performance. Operations performed by the application may take longer than usual to
complete, and in turn, may affect the time required to log in to a remote client, or to open or save a
file. This is true for both servers running Neverfail Engine and for servers running any other application.
Neverfail Engine is able to monitor system performance counters and provide warnings if predefined
thresholds are exceeded, but it does not actively manage system resources for other applications. Like
any other application, it also requires a finite amount of resources for its own operations in addition to
the resources used by the operating system and the protected application.

It is very important to ensure that the machines hosting Neverfail Engine meet recommended hardware
requirements and are powerful enough to cope with the load imposed by Neverfail Engine, the protected
application, and any other critical applications. Neverfail SCOPE Data Collector Service provides users
with the information to make this decision at install time, and can monitor server performance while
Neverfail Engine is running.
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7.1. Poor Application Performance

Condition

The servers are unable to accommodate the load placed upon them during normal operation.

Solution

Cause

This may be due to the active server's resource usage in one or more areas being close to the maximum
possible before Neverfail Engine was installed.

Remedy

1. Neverfail SCOPE Data Collector Service is designed to report on these types of conditions, and
can provide warnings if CPU usage or memory usage exceeds a certain percentage of the available
resource. The information provided by Neverfail SCOPE Data Collector Service means that the risk
of application slowdown could be minimized by performing any recommended hardware upgrades
on the active server before Neverfail Engine is installed.

7.2. Servers Could Accommodate the Initial Load but the Load has
Increased

Condition

Application response times have slowed in response to increased user activity.

Solution

Cause

Itis also possible that the servers may be able to operate normally when Neverfail Engine is first installed,
with performance decreasing because of an increase in user activity - for example, the number of users
on your Exchange system may increase, or the typical usage pattern for a user may become more
intense. This may be a gradual and sustained increase over time; or it may be transient if some specific
event triggers a temporary surge in user activity.

215 Neverfail



Administrator's Guide Chapter 9. Troubleshooting

Remedy

1. If the situation is sporadic, it may correct itself when the load decreases. If the increase is sustained
and permanent, it may be necessary to upgrade the server hardware to compensate.

7.3. One Server is Able to Cope, but the Other Cannot

Condition

Applications operate normally when the Primary server is active but slow when the Secondary server
is active (or vice versa).

Solution

Cause

If there is a large discrepancy in the processing power between the servers, it may be that one of the
servers can handle the operational load, and the other cannot. The load on a server is generally higher
when it is in the active role and the protected application(s) started, so it is possible that applications
run successfully when the Primary server is active, but may experience performance issues when the
Secondary is active (or vice-versa). Problems may arise even when the more powerful server is active,
such as when resource intensive tasks are running.

Remedy

1. Itis good practice to ensure that all servers have approximately equivalent processing power, RAM
and disk performance. It may be necessary to upgrade the hardware so that servers have roughly
the same performance.

7.4. Scheduled Resource Intensive Tasks

Condition

Resource-intense scheduled tasks impact performance at certain times.

Solution

Cause

System performance may be fine until two or more resource-hungry processes run simultaneously; or,
one process may perform actions, which increase the load on Neverfail Engine by triggering additional
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(and sometimes unnecessary) replication traffic. Typical examples might be processes such as backups,
database maintenance tasks, disk defragmentation or scheduled virus scans.

Remedy

1. As far as possible, it is good practice to schedule such operations so that they do not overlap, and
to schedule them outside regular working hours, when the load imposed on the server by users
accessing the protected application is likely to be smaller.
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Chapter 10. Neverfail SCOPE Data Collector Service
Overview

Related information

» Using Neverfail SCOPE Data Collector Service
 Neverfail SCOPE Analysis Reports

1. Using Neverfail SCOPE Data Collector Service

Daily Usage

The Neverfail SCOPE Data Collector Service collects configuration and performance data for pre-
implementation analysis, license key generation, and assisting in support of Neverfail Continuity Engine.

The Neverfail SCOPE Data Collector Service runs as a service that requires no user intervention to
log daily configuration and performance data. There is no need for any day-to-day user interaction with
Neverfail SCOPE Data Collector Service. Log files can be collected and sent to Neverfail Support for
analysis if desired.

Collecting Log Files
The Neverfail SCOPE Data Collector Service can be used both pre and post implementation of Neverfail.
* Pre-Implementation

Neverfail SCOPE Data Collector Service maintains a single file which is needed to obtain a pre-
implementation report and to generate a license key. The data file created by Neverfail SCOPE
Data Collector Service may be available as soon as 15 minutes after installing the collector service,
but on systems with many shared files and folders the collection process can take an hour or more.
If you require a full performance report you should wait at least 24 hours before collecting the file
and sending it to Neverfail Support. The file contains the latest configuration data and the most
recent 24 hours worth of performance data.

» Post-Implementation

To receive configuration or performance analysis you must collect the Candidate for Upload files
and manually forward to Neverfail Support for analysis and report creation.

1.1. Configuring Neverfail SCOPE Data Collector Service

The SCOPE Configuration Tool

Neverfail strongly recommends contacting Neverfail Support staff to change these settings.
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To use the SCOPE Configuration Tool, select Start > All Programs > Neverfail > SCOPE > SCOPE
Configuration Tool. The SCOPE Configuration Tool opens in a new window.

The SCOPE Configuration Tool consists of four tabs: General , Connectivity, Data Files and Support.
The features of each tab are described in the associated sections of this document.

Additionally, a link to Neverfail SCOPE Data Collector ServiceOnline Help can be found in the lower
left corner of the window.

1.1.1. Configure the General tab

About this task

The General tab features controls for manually configuring IP addressing of the Secondary and Tertiary
(if installed) servers, specifying the active server in the cluster, and enabling automatic update checking.
The General tab also allows you to start the Neverfail SCOPE Data Collector Service Windows service,
to upload collected Neverfail SCOPE Data Collector Service data, to download configuration settings
from the and to locate the . CAB file for manual uploading.

Procedure

1. Select the General tab.

Figure 10-1. SCOPE Configuration Tool - General tab

(] SCOPE Configuration Teol - V5.3.0.22971 is running -

SCOPE Configuration Tool

This tool lets you customize SCOPE Data Collector parameters. d-\jl’:) Neverfcj”

55 General | ¥ Connectivity | || Data Fies | 5 Support |
Local Configuration Remote Configuration

E | Primary Sarver

s machine is the active server in the pa
[+#] Enalde automatic SCOPE Data Collector update checking
[+ Enable data upload
Commands

Start the SCOPE Data Collactor Windows service if it is stopped.

Locate Locates the cab data file used for manual upload.

£y Upload Collect and upload Neverfail data to the scopefip.never falgroup. com site.

@ view orire documentation [ @sove conguaton | [ Reset | [ ciose |
Option Description
Start Service Starts the Neverfail SCOPE Data Collector Service Windows service if it is
stopped.
Upload Uploads the current . cab file typically located in the default location:
¢ On Windows 2008 installations: C: \ Pr ogr anDat a\ Never f ai | - SCOPE
\ Dat a
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Option Description
* On Windows 2012 installations: C: \ Progr anDat a\ Never f ai | - SCOPE
\ Dat a

See expanded description below for more information about this feature.

Download Downloads configuration and Neverfail SCOPE Data Collector Service
updates, if available, from the Neverfail Extranet

Locate Locates the . cab files for manual upload

When you click Upload, Neverfail SCOPE Data Collector Service gathers all data. Do not close
the application until it has finished gathering the data. After all data is gathered, Neverfail SCOPE
Data Collector Service uploads it.

2. After making configuration changes, click Save Configuration to save your changes, or click Reset
to restore the default configuration.

1.1.2. Configure the Data Files tab

About this task

The Data Files section allows you to configure the file locations for Neverfail SCOPE Data Collector
Service.

Procedure

1. Select the Data Files tab.

Figure 10-2. SCOPE Configuration Tool - Data Files tab

[} SCOPE Configuration Teol - V5.3.0.22971 is running -
SCOPE Configuration Tool
This tool lets you customize SCOPE Data Collector parameters. ("_J-;) Neverfail
[ 55 ceneral | # Connectivity | L Data Fies | 53 Supprt |
Data Folder Paths

Candidate Location C:\ProgromData\Hever fal-SCOPE \Data\Candidate For Upload =]
24 Hours data folder Ct'\ProgramData\everfal SCOPE\Data|24 Hour Data [=]
Output fokder C: ProgramData\Neverfal-SCOPE \Data \Output Fies =)
Performance folder Ci\Programbata\ieverfal-SCOPE \Data\Perf =1
AME Folder c:\Program Fies plever fai- SCOPEVAMF ]
DoOffice folder C:\ProgramData\Neverfal SCOPE\Data|DeOffice _!
Aachives folder C:ProgramData\everfal-5COPE \DatalArchives =]
Logs folder C:\ProgramData\ieverfal SCOPE\Data\Debug _!

© view ooine documentation [ @sove conguaton | [ Reset | [ ciose |

Use the Data Files page to change the location where data files are stored.
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2. After making configuration changes, click Save Configuration to save your changes, or click Reset
to restore the default configuration.

1.1.3. Configure the Connectivity tab

About this task

The Connectivity tab features controls for scheduling automated uploads of Neverfail SCOPE Data
Collector Service data, downloads of Neverfail SCOPE Data Collector Service configuration data, and
to configure bandwidth measurements.

Procedure

1. Select the Connectivity tab.

Figure 10-3. SCOPE Configuration Tool- Connectivity tab

b SCOPE Configuration Tool - V5.3.0.22971 is running -
SCOPE Configuration Tool
This tood lets you customize SCOPE Data Collector parameters. c’ﬁB Neverfg”
W

[ 55 General | ¥ Connectivity || Data Fies | 53 support |

Upload SCOPE Data Collector Data
Upaad to | scapefip neverfaigroup.com ) every
Uplaad time 01:15 AM 2 ® onday |1 21 of every manth

Dowrlosd configuration settings

Downilad from [ scopeftp neverfalgroup.com | @) every 1 2 days
Dowrload time: 92:15 AM =] Donday 0
Bandwicth measurement
[ everride default IP targets [ Measure bandwidth to al servers
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The Upload SCOPE Data Collector Data pane in the Connectivity page provides ways to manually
configure the upload destination address and select a schedule for automated uploads of Neverfail
SCOPE Data Collector Service data. Scheduled uploads can follow a regular schedule of a set
number of days (for example, every 7 days), or on a specified day (for example, on the 15th of the
month). You also specify the time to perform the upload.

The Download configuration settings pane in the Connectivity page provides similar configuration
settings to schedule automated downloads of Neverfail SCOPE Data Collector Service
configuration data.

The Bandwidth measurement pane in the Connectivity page is used to configure bandwidth
measurements. If you need to measure bandwidth using IP addresses other than the ones used for
the Neverfail Channel, select the Override default IP targets check box and add new IP addresses
by typing them into the text box and clicking Add. Remove IP addresses by selecting them from
the list and clicking Delete.
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Use the two check boxes on the right side of the Bandwidth measurement pane to measure the
bandwidth between the local server and any other servers on the network running Neverfail SCOPE
Data Collector Service but not running Neverfail Engine, or to measure bandwidth while Neverfail
Engine is running.

By default, Neverfail SCOPE Data Collector Service does not measure bandwidth when Neverfail
Engine is running to avoid overloading the busy Neverfail Channel. You can run Neverfail SCOPE
Data Collector Service while Neverfail Engine is running if you use network connections for Neverfail
SCOPE Data Collector Service that are separate from those used by Neverfail Engine. After
configuring separate network connections for use by Neverfail SCOPE Data Collector Service,
select the Measure bandwidth while Heartbeat is running checkbox.

To measure bandwidth to all servers in the Cluster using the Neverfail Channel, add their IP
addresses and select the Measure bandwidth to all servers checkbox to prevent those IP addresses
from being filtered out by default.

After making configuration changes, click Save Configuration to save your changes, or click Reset
to restore the default configuration.

1.1.4. Configure the Support tab

About this task

Use the controls on the Support tab to associate a Support Request number (S.R. number) with a
specific set of Neverfail SCOPE Data Collector Service data, to control how this data is stored, and to
select the logging level.

Procedure

1.
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Select the Support tab.

Figure 10-4. Neverfail SCOPE ConfigurationTool - Support tab
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O Collect the logs from the remote server oo
E.g. 1102
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Commands Logging Level
| ) Archive ] Archive existing SCOPE Data Collector data, Select logging level
Remove temporary files aeated during data collection. MORMAL v
@ view online documentation ' Save Configuration [ Reset | Close

Neverfail



Chapter 10. Neverfail SCOPE Data Collector
Administrator's Guide Service Overview

In the Log Collector pane of the Support page, type the SR (Support Request) number into the
Upload the collected logs on the SR page with number: text box, then click Open SR Upload Page.
The collected Neverfail SCOPE Data Collector Service data is uploaded to the SR.

Note

This action requires the server to have internet access, as the https://neverfail.com/ page
is opened to facilitate the upload.

Click Collect Logs to re-gather the Neverfail SCOPE Data Collector Service logs manually upon
command. After re-gathering the logs, the Locate Collected Logs button becomes active and
when clicked, automatically navigates to the location of the . CAB file.

In the Commands pane, click Archive to archive the existing Neverfail SCOPE Data Collector
Service data, and click Clean Up to remove temporary files created during data collection. In the
Logging Level pane, select a logging level (DEBUG or NORMAL) from the drop-down list

2. After making configuration changes, click Save Configuration to save your changes, or click Reset
to restore the default configuration

1.1.5. Automatic Configuration

If Enable automatic SCOPE Data Collector update checking is selected on the General page, the service
connects at the intervals specified and to the address specified in the Download configuration settings
pane of the Connectivity page and downloads a gl obal . cf g file (if available), which contains overrides
for the default parameters. The values in the gl obal . cf g file are stored in the registry and will override
the existing local values.

The service then looks for the <machi nel D>. cf g file, where <machi nel D> is the globally unique 1D
(GUID) of the server, which was set when the machine first ran Neverfail SCOPE Data Collector Service.
If the file is found, then the values in <machi nel D>. cf g file are stored in the registry and will override
any existing values.

When Enable automatic SCOPE Data Collector update checking is selected, any manual configuration
changes made using the local SCOPE Configuration Tool will be overridden by the gl obal . cf g and/
or <machi nel D>. cf g files. If you prefer to use a customized manual configuration instead of accepting
automatic configuration, use the methods described below in Manual Configuration.

1.1.6. Manual Configuration

Neverfail SCOPE Data Collector Service can be configured manually to adjust the Neverfail SCOPE
Data Collector Service parameters using the procedures below.

« If the server has no Internet access, use the SCOPE Configuration Tool to set the required
parameters.

« If the server has Internet access and you do not wish to use the global settings, create a machine-
specific . CFGfile using the SCOPE Configuration page on the Neverfail Extranet, or clear the Enable
automatic SCOPE Data Collector update checking check box on the General page of the SCOPE
Configuration Tool.
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1.1.7. Neverfail SCOPE Data Collector Service Parameters

The Neverfail SCOPE Data Collector Service uses values stored in the registry to control its operational
parameters.

These values can be adjusted by using the SCOPE Configuration Tool and/or through automatic
configuration. It is important to understand these parameters and the interaction between the SCOPE
Configuration Tool and the automatic configuration feature.

Note

The parameters on the following pages are designed to work with the online analyzer. Always
consult Neverfail Support before adjusting.

Parameter Name

Default Value

Description

AdditionalFilesForUpload

Additional files to be added to the auto-
uploaded . CAB file

Current Version

Neverfail SCOPE Data Collector Service
version

ForcedTimeStampStart

Timestamp data gathering started

ForcedTimeStampStop Timestamp data gathering stopped
Gathering Percent 0x00000064(100) Percent of data gathered

Last File ID The ID of the last generated . cab file
Last Job Status StoreData Last job done

Last Upgrade never Last Neverfail SCOPE Data Collector

Service autoupgrade timestamp

LastForcedFilename

Last Neverfail SCOPE Data Collector
Service data file - used by log collector

24 Hour Data Location

C:\ProgramData\Neverfail-SCOPE\Data
\24 Hour Data

The 24 Hour Data file location

Amf Folder

C:\Program Files\Neverfal\SCOPE\AMF

AMF plug-ins location

Archives Folder

C:\ProgramData\Neverfail-SCOPE\Data
\Archives

The archives location

Bin Folder

C:\Program Files\Neverfail\SCOPE

Location of Neverfail SCOPE Data
Collector Service binaries

Candidate Location

C:\ProgramData\Neverfail-SCOPE\Data
\Candidate For Upload

Location of the file to be uploaded

DB Root Path

C:\Document and Settings\All Users
\ApplicationData\Neverfail-SCOPE\Data
\WebServiceDB

The location where Neverfail SCOPE
Data Collector Service stores data

DoOffice Location

C:\ProgramData\Neverfail-SCOPE\Data
\DoOffice

The DoOffice measurement location

Log Dir

C:\ProgramData\Neverfail-SCOPE\Data
\Debug

The logs directory

Output File Path

C:\ProgramData\Neverfail-SCOPE\Data
\QutputFiles

The midnight files location
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Parameter Name

Default Value

Description

Performance Output Path

C:\ProgramData\Neverfail-SCOPE\Data
\Perf

The performance and history files
location

Root Folder C:\ProgramData\Neverfail-SCOPE\Data | The root folder of all the data subfolders

Auto Logs Cleanup (Days) 90 Timeout for log files

Bandwidth IPs Selected bandwidth IP addresses

ManagedMemoryThreshold (MB) 1024 Management threshold in MB - if
reached, Neverfail SCOPE Data
Collector Service service is restarted

PrivateMemoryThreshold(MB) 1024 Management threshold in MB - if
reached, Neverfail SCOPE Data
Collector Service service is restarted

Proxy Encrypted Method PlainText How the proxy credentials should be
encrypted

Proxy Password Password used for the proxy server

Proxy Server The proxy servers IP address

Proxy UserName Username used for the proxy server

Reference GMT 0 Used to generate random upload time

Time window 5 Used by upload time randomization to
randomly select a time in GMT+0 from
24:00 to 05:00 (Windows time value)

Active Server True Server Role

AMF Periodic Rules (Minutes) 15 Used to trigger AMF tasks

Config Frequency (Hours) 24 Static data gathering

Config Time Set to an hour when the static data
should be gathered

Download Frequency 01,00 The frequency at which updates will be
downloaded (See note below)

Download Time 02:25 The time at which updates will be

downloaded in a 24 Hour format

Download URL

scopeftp.neverfailgroup.com

The URL where program updates are
located

Identity

PrimaryServer

Neverfail SCOPE Data Collector
Service’s Identity

Max Walk Time (Minutes) 60 Timeout for parsing the file system -
Shares

ModelType True The type of Cluster (pair or trio)

Performance Interval (Minutes) 15 The frequency for collecting

performance data (5, 10, 15, 30)

Primary’s IP

<IP_address_of_primary_server>

The IP address of the Primary server
(blank on the Primary server)

Secondary’s IP

<IP_address_of_secondary_server>

The IP address of the Secondary server
(blank on the Secondary server)

Socket Bandwidth Port 61000 The port on which the service will
listen for connections from remote
management utilities [this can be
customized if needed]

Socket Forward Port 62000 The port used to send and receive

remote data
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Parameter Name

Default Value

Description

Tertiary’s IP

<IP_address_of_tertiary_server>

The IP address of the Tertiary server
(blank on the Tertiary server)

Upload Frequency 07,00 The frequency which data will be
uploaded at (See note below)

Upload Time 01:20 Scheduled time of upload

Upload URL scopeftp.neverfailgroup.com The URL of the FTP server to upload

data to

AMFDisablelnfoLogging True Disable AMF message logging from
Neverfail SCOPE Data Collector Service

AMFJobDisable False Disable the AMF from Neverfail SCOPE
Data Collector Service

Auto Update Enabled 1 Enable updating of local configuration
and binaries

Auto Upload Enabled 1 Enable automatic upload of data

CheckForSplitBrain True Checks if two Neverfail servers in a
Cluster are both active

CheckMemoryConsumption True Checks memory consumption and if
they exceed the threshold, Neverfail
SCOPE Data Collector Service service
is restarted

EnableFtpSSL False Send ftp data using secured sockets
(SSL)

EnableManagementServices False Operates as a management server for
SLM

EnableOutputCompressing True Compress the midnight files that are
older than 1 month to a <nont hName>
<year >. cab file

EnableServerDataHistory False Keep the remote servers data in case
one goes down for 1 day and append it
to the Neverfail SCOPE Data Collector
Service data file

LimitEventsTo24h False Limit events to 24 hours

Randomized 1 Randomize upload time/download time

Remote Management Enabled 1 Enable remote management

Upgrade On Server Activation 1 Perform Neverfail SCOPE Data
Collector Service configuration and
binaries auto-update in case the server
becomes active

Veto HB Settings Constraint 0 Disregard the ‘Heartbeat must be
stopped to measure bandwidth’
constraint

Veto SCOPE Bandwidth All False Measure bandwidth to all given IP
addresses

Veto SCOPE Bandwidth IPs 0 Measure bandwidth only to IPs from the

same Cluster (set in Neverfail Engine
and Neverfail SCOPE Data Collector
Service)
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Note

The performance frequency is currently locked to 900 seconds (15 minutes) in order to maintain
compatibility with the analyzer. Changes to this value will be ignored.

The upload and download frequencies are specified as two pairs of digits separated by a comma. Such
as 01,00 or 00,08. The first pair designates a period in number of days between uploads/downloads,
the second pair specifies the day of the month on which uploads/downloads should take place. Only
one of these pairs of digits should be specified and the other must be 00. For example, 07,00 means
every 7 days, 00,07 would mean on the 7th of every month.

1.1.8. Configure Bandwidth Measurement

Before you begin

To calculate the bandwidth available between two servers, you must install Neverfail SCOPE Data
Collector Service on both servers.

About this task

Neverfail SCOPE Data Collector Service can measure the bandwidth between servers in the cluster but
must be configured prior to initiating the measurement.

Procedure

1. Configure one server as the Primary server and the other as the Secondary server.

2. Connect the two network cards to one another in the same way you propose to configure the
dedicated channel link between your Neverfail server pair. This connection may be a dedicated
crossover cable, or it may be set up over a LAN or WAN.

3. Configure the two network cards with appropriate static IP addresses to allow network traffic
between them. You should test the link before running Neverfail SCOPE Data Collector Service.

4. On the Primary server, configure the correct IP address for the Secondary server, and on the
Secondary server, configure the correct IP address for the Primary server.

5. Onthe Primary server: Start the SCOPE Configuration Tool application by navigating to Start > All

Programs > Neverfail > SCOPE > SCOPE Configuration Tool .

Select the General tab.

Set the server role to active by selecting the This machine is the active server in the pair check box.

Enter the IP Address of the Secondary server in the Remote Configuration pane.

Save and exit the SCOPE Configuration Tool.

10. On the Remote (Secondary) server: Start the SCOPE Configuration Tool application by navigating

to Start > All Programs > Neverfail > SCOPE > SCOPE Configuration Tool .

11. Select the General tab.

12. Select the Secondary server role by clearing (un-checking) the This machine is the active server

in the pair check box.

13. Save and exit the SCOPE Configuration Tool.

© 0N
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1.2. Neverfail SCOPE Data Collector Service Network Ports

The Neverfail SCOPE Data Collector Service service uses the network ports listed in the following
table. For full operation of Neverfail SCOPE Data Collector Service, these ports must be opened on
any firewalls.

Ports Default Use

62000 Inter-process communications between the Primary and Secondary servers and remote management.
This port is customizable.

61000 Bandwidth calculations between the Primary and Secondary servers. This port is customizable.

1.3. Daylight Savings Time

Neverfail SCOPE Data Collector Service does not use an internal time but instead uses the server's
clock to operate.

Since Neverfail SCOPE Data Collector Service uses the server's clock, manually adjusting the server
time may result in longer or shorter periods between data capture.

For example, if Neverfail SCOPE Data Collector Service is configured to gather data at 17:15, but
an administrator or automated process resets the server’s clock at 17:02 to 16:02 (-1 hour), Neverfail
SCOPE Data Collector Service still gathers the data at 17:15 by the server’s clock. In the performance
data, the timestamp will contain 17:15 resulting in 25 hours worth of data.

2. Neverfail SCOPE Analysis Reports

2.1. Neverfail SCOPE Reports

The Neverfail SCOPE Report provides the results of a detailed interrogation of the server environment.

Neverfail SCOPE Analysis Report

As stated previously, Neverfail SCOPE is a combination of both software and process, designed to
ensure a stable server environment and a successful Neverfail Engine implementation. The information
collected must be uploaded to the Neverfail Extranet for analysis. If Neverfail SCOPE is configured
for automatic upload, this task is accomplished automatically and requires no user input. If Neverfail
SCOPE is not configured for automatic upload, you must upload the collected information manually

Once uploaded, the raw data file is immediately analyzed and a Neverfail SCOPE Report is available
for viewing using a standard web browser

The Neverfail SCOPE Report provides information about:
» Windows version, including Service Packs and Hotfixes

» System memory (RAM)
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« Disk size, type, partition structure, and available space
« Shared folders

* Windows services

« Third-party application services

« Optional available bandwidth measurement and replication bandwidth estimate if Neverfail SCOPE
runs for at least 24 hours

¢ A detailed performance report

« Recommended changes (in red)

Note

The required bandwidth estimate is based upon an actual network measurement using server
disk activity. You can use the estimate as a guide to determine bandwidth requirements for the
dedicated Neverfail Channel link between servers.

The Neverfail SCOPE Analysis Report provides an overview of the analyzed criteria and identifies
any areas of the current environment that are likely to pose problems when implementing Neverfail
Engine. Problems that must be resolved before installing Neverfail Engine are highlighted in red for easy
identification. This report should be reviewed in its entirety to ensure that the current server environment
is adequate for a successful Neverfail Engine installation.

Figure 10-5. SCOPE Analysis Report
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2.2. Neverfail SCOPE Graphs

The Neverfail SCOPE Analysis Report provides an overview of the analyzed criteria and identifies
any areas of the current environment that are likely to pose problems when implementing Neverfail
Engine. Problems that must be resolved before installing Neverfail Engine are highlighted in red for easy
identification. This report should be reviewed in its entirety to ensure that the current server environment
is adequate for a successful Neverfail Engine installation.

Figure 10-6. Neverfail SCOPE Graphs
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2.3. Neverfail SCOPE Performance Counters

The Neverfail SCOPE Performance Counter graph provides for selection of a variety of counters and
permits comparison between servers. Placing the cursor over a data point displays the exact value of
the counter.
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Figure 10-7. Neverfail SCOPE Performance Counters
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Glossary

Active
The functional state or role of a server when it is visible to clients through the network,
running protected applications, and servicing client requests.

Alert
A notification provided by Neverfail Engine sent to a user or entered into the system log
indicating an exceeded threshold.

Active Directory (AD)
Presents applications with a single, simplified set of interfaces so users can locate and
use directory resources from a variety of networks while bypassing differences between
proprietary services. Neverfail Engine switchovers and failovers require no changes to AD
resulting in switchover/failover times typically measured in seconds.

Active—Passive
The coupling of two servers with one server visible to clients on a network and providing
application service while the other server is not visible and not providing application service
to clients.

Advanced Configuration and Power Interface (ACPI)
A specification that dictates how the operating system can interact with the hardware
especially where power saving schemes are used. The Primary, Secondary, and Tertiary
servers must have identical ACPI compliance.

Asynchronous
A process whereby replicated data is applied (written) to the passive server independently of
the active server.

Basic Input/Output System (BIOS)
The program a personal computer's microprocessor uses to get the computer system started
after you turn it on. It also manages data flow between the computer's operating system and
attached devices such as the hard disk, video adapter, keyboard, mouse, and printer.

Cached Credentials
Locally stored security access credentials used to log into a computer system when a
Domain Controller is not available.

Channel Drop
An event in which the dedicated communications link between servers fails, often resulting in
the passive server becoming active and consequently creating a split-brain syndrome.

Channel NIC (Network Interface Card)
A dedicated NIC used by the Neverfail Channel.

Checked
The status reported for user account credential (username/password) validation.

Cloned Servers
Servers that have identical configuration settings, names, applications, Security ldentifiers
(SIDs) and IP addresses, following the installation of Neverfail Engine.
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Cloning Process
The Neverfail Continuity Engine process whereby all installed programs, configuration
settings, and the machine name, Security ldentifier (SID), and IP addresses are copied to
another server.

Cluster
A generic term for a Neverfail Engine Pair or Trio and the set of machines (physical or
virtual) involved in supporting a single protected server. A Neverfail Engine Cluster can
include the machines used in a VMware or Microsoft cluster.

Connection
Also referred to as Cluster Connection. Allows the Engine Management Service to
communicate with a Neverfail Engine Cluster, either on the same machine or remotely.

Crossover Cable
A network cable that crosses the transmit and receive lines.

Data Replication
The transmission of protected data changes (files and registry) from the active to the passive
server via the Neverfail Channel.

Data Rollback Module
A Neverfail Continuity Engine module that allows administrators to rollback the entire state
of a protected application, including files and registry settings, to an earlier point-in-time.
Typically used after some form of data loss or corruption.

Degraded
The status reported for an application or service that has experienced an issue that triggered
a Rule.

Device Driver
A program that controls a hardware device and links it to the operating system.

Disaster Recovery (DR)
A term indicating how you maintain and recover data with Neverfail Engine in event of a
disaster such as a hurricane or fire. DR protection can be achieved by placing the Secondary
server at an off-site facility, and replicating the data through a WAN link.

DNS (Domain Name System) Server
Provides a centralized resource for clients to resolve NetBIOS names to IP addresses.

Domain
A logical grouping of client server based machines where the administration of rights across
the network are maintained in a centralized resource called a domain controller.

Domain Controller (DC)
The server responsible for maintaining privileges to domain resources; sometimes called AD
controller in Windows 2003 and above domains.

Dualed
A way to provide higher reliability by dedicating more than one NIC for the Neverfail Channel
on each server.

Failover
Failover is the process by which the passive server assumes the active role when it no
longer detects that the active server is alive as a result of a critical unexpected outage or
crash of a server.
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Full System Check (FSC)
The internal process automatically started at the initial connection or manually triggered
through the Manage Server GUI to perform verification on the files and registry keys and
then synchronize the differences.

Fully Qualified Domain Name (FQDN)
Also known as an absolute domain name, a FQDN specifies its exact location in the tree
hierarchy of the Domain Name System (DNS). It specifies all domain levels, including the
top-level domain, relative to the root domain. Example: somehost.example.com., where the
trailing dot indicates the root domain.

Global Catalog
A global catalog is a domain controller that stores a copy of all Active Directory objects in a
forest. The global catalog stores a full copy of all objects in the directory for its host domain
and a partial copy of all objects for all other domains in the forest.

Graceful (Clean) Shutdown
A shutdown of Neverfail Engine based upon completion of replication by use of the Engine
Management Service, resulting in no data loss.

Group
An arbitrary collection of Neverfail Engine Clusters used for organization.

Hardware Agnostic
A key Neverfail Continuity Engine feature allowing for the use of servers with different
manufacturers, models, and processing power in a single Neverfail Engine Cluster.

Heartbeat
The packet of information issued by the passive server across the channel, which the active
server responds to indicating its presence.

High Availability (HA)
Keeping users seamlessly connected to their applications regardless of the nature of a
failure. LAN environments are ideally suited for HA.

Hotfix
A single, cumulative package that includes one or more files that are used to address a
problem in a product.

Identity
The position of a given server in the Neverfail Continuity Engine Cluster: Primary,
Secondary, or Tertiary.

Install Clone
The installation technique used by Neverfail Continuity Engine to create a replica of the
Primary server using NTBackup or Wbadmin and to restore the replica to the Secondary
and/or Tertiary servers.

Low Bandwidth Module (LBM)
A Neverfail Continuity Engine module that compresses and optimizes data replicated
between servers over a WAN connection. This delivers maximum data throughput and
improves application response time on congested WAN links.

Machine Name
The Windows or NETBIOS name of a computer.

Management IP Address
An additionally assigned unfiltered IP address in a different subnet than the Public or
Neverfail Channel IP addresses used for server management purposes only.
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Many-to-One
The ability of one physical server (hosting more than one virtual server) to protect multiple
physical servers.

Network Monitoring
Monitoring the ability of the active server to communicate with the rest of the network by
polling defined nodes across the network at regular intervals.

Neverfail Channel
The IP communications link used by the Neverfail system for the heartbeat and replication
traffic.

Neverfail Continuity Engine
The core replication and system monitoring component of the Neverfail solution.

Neverfail Extranet
The Neverfail web site dedicated to supporting partners and customers by providing
technical information, software updates, and license key generation.

Neverfail Engine Packet Filter
The network component, installed on all servers, that controls network visibility.

Neverfail License Key
The key obtained from the Neverfail extranet that allows the use of components in the
Neverfail suite; entered via the License wizard of the Engine Management Service User
Interface, or through the Configure Server Wizard.

Neverfail Pair
Describes the coupling of the Primary and Secondary server in a Neverfail solution.

Neverfail Plug-ins
Optional modules installed into a Neverfail Continuity Engine server to provide additional
protection for specific applications.

Neverfail SCOPE
The umbrella name for the Neverfail process and tools used to verify the production servers
health and suitability for the implementation of a Neverfail solution.

Neverfail SCOPE Report
A report provided upon the completion of the Neverfail SCOPE process that provides
information about the server, system environment, and bandwidth.

Neverfail Switchover/Failover Process
A process unique to Neverfail in which the passive server gracefully (switchover) or
unexpectedly (failover) assumes the role of the active server providing application services to
connected clients.

Pair
See Neverfail Continuity Engine Pair above.
Passive

The functional state or role of a server when it is not delivering service to clients and is
hidden from the rest of the network.

Pathping
A route-tracing tool that works by sending packets to each router on the way to a final
destination and displays the results of each hop.
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Plug-and-Play (PnP)
A standard for peripheral expansion on a PC. On starting the computer, PnP automatically
configures the necessary IRQ, DMA and I/O address settings for the attached peripheral
devices.

Plug-in
An application specific module that adds Neverfail Continuity Engine protection for the
specific application.

Pre-Clone
An installation technique whereby the user creates an exact replica of the Primary server
using VMware vCenter Converter or other 3rd party utility prior to the initiation of installation
and uses the replica as a Secondary and or Tertiary server.

Pre-Installation Checks
A set of system and environmental checks performed as a prerequisite to the installation of
Neverfail Engine.

Primary
An identity assigned to a server during the Neverfail Engine installation process that normally
does not change during the life of the server and usually represents the production server
prior to installation of Neverfail Engine.

Protected Application
An application protected by the Neverfail Continuity Engine solution.

Public IP Address
An IP address used by clients to contact the server through drive mappings, UNC paths,
DNS resolved paths, etc. to gain access to the server's services and resources.

Public Network
The network used by clients to connect to server applications protected by Neverfail
Continuity Engine.

Public NIC
The network card which hosts the Public IP address.

Quality of Service (QoS)
An effort to provide different prioritization levels for different types of traffic over a network.
For example, Neverfail Engine data replication may have a higher priority than ICMP traffic,
as the consequences of interrupting data replication are more obvious than slowing down
ICMP traffic.

Receive Queue
The staging area on a passive server used to store changes received from another server in
the replication chain before they are applied to the disk/registry on the passive server.

Remote Desktop Protocol (RDP)
A multi-channel protocol that allows a user to connect to a computer running Microsoft
Terminal Services.

Replication
The generic term given to the process of intercepting changes to data files and registry keys
on the active server, transporting the changed data across the channel, and applying them to
the passive server(s) so the servers are maintained in a synchronized state.

Role
The functional state of a server in the Neverfail Continuity Engine Cluster: active or passive.
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Rule
A set of actions performed by Neverfail Continuity Engine when defined conditions are met.

Secondary
An identity assigned to a server during the Neverfail Engine installation process that normally
does not change during the life of the server and usually represents the standby server prior
to installation of Neverfail Engine.

Security Identifier (SID)
A unique alphanumeric character string that identifies each operating system and each user
in a network of Windows 2008/2012 systems.

Send Queue
The staging area of the active server used to store intercepted data changes before being
transported across Neverfail Channel to a passive server in the replication chain.

Server Monitoring
Monitoring of the active server by the passive server, using a heartbeat message, to ensure
that the active server is functional.

Shared Nothing
A key feature of Neverfail Continuity Engine in which no hardware is shared between the
Primary or Secondary servers. This prevents a single point of failure.

SMTP
A TCP/IP protocol used in sending and receiving e-mail between servers.

SNMP
Simple Network Management Protocol (SNMP) is an Internet-standard protocol for managing
devices on IP networks.

Split-Brain Avoidance
A unigue feature of Neverfail Continuity Engine that prevents a scenario in which Primary
and Secondary servers attempt to become active at the same time leading to an active-
active rather than an active-passive model.

Split-Brain Syndrome
A situation in which more than one server in a Neverfail Engine Cluster are operating in the
active mode and attempting to service clients, resulting in the independent application of
different data updates to each server.

Subnet
Division of a network into an interconnected but independent segment or domain, intended
to improve performance and security.

Storage Area Network (SAN)
A high-speed special-purpose network or (subnetwork) that interconnects different kinds of
data storage devices with associated data servers on behalf of a larger network of users.

Switchover
The graceful transfer of control and application service to the passive server.

Synchronize
The internal process of transporting 64KB blocks of changed files or registry key data,
through the Neverfail Channel, from the active server to the passive server to ensure the
data on the passive server is a mirror image of the protected data on the active server.

System Center Operations Manager (SCOM)
System Center Operations Manager is a cross-platform data center management server for
operating systems and hypervisors.
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System State
Data that comprises the registry, COM+ Class Registration database, files under Windows
File Protection, and system boot file; other data may be included in the system state data.

Task
An action performed by Neverfail Engine when defined conditions are met.

Tertiary
An identity assigned to a server during the Neverfail Continuity Engine installation process
that normally does not change during the life of the server and usually represents the
disaster recovery server prior to installation of Neverfail Continuity Engine.

Time-To-Live (TTL)
The length of time that a locally cached DNS resolution is valid. The DNS server must be re-
gueried after the TTL expires.

Traceroute
A utility that records the route through the Internet between your computer and a specified
destination computer.

Trio
A Neverfail cluster comprising three servers, a Primary, Secondary and Tertiary, in order to
provide High Availability and Disaster Recovery.

Ungraceful (Unclean) Shutdown
A shutdown of Neverfail Engine resulting from a critical failure or by shutting down Windows
without first performing a proper shutdown of Neverfail Engine, resulting in possible data
loss.

Unprotected Application
An application that is not monitored nor its data replicated by Neverfail Continuity Engine.

Virtual Private Network (VPN)
A private data network that makes use of the public telecommunication infrastructure,
maintaining privacy through the use of a tunneling protocol and security procedures.

Windows Management Instrumentation (WMI)
A management technology allowing scripts to monitor and control managed resources
throughout the network. Resources include hard drives, file systems, operating system
settings, processes, services, shares, registry settings, networking components, event logs,
users, clusters, and groups.
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