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About This Book

The Administrator Guide provides information about configuring and performing the day-to-day management
of Neverfail Continuity Engine (Neverfail Engine) when deployed in a Pair over a Local Area Network (LAN)
or Wide Area Network (WAN), or a Trio deployed over both a LAN for High Availability and a WAN for
Disaster Recovery. Additionally, this guide provides information about configuring network protection,
application protection, data protection, split-brain avoidance, and more. To help you protect your applications,
this guide provides an overview of the protection offered by Neverfail Engine and the actions that Neverfail
Engine can take in the event of a network, hardware, or application failure.

Intended Audience

This guide assumes a working knowledge of networks including the configuration of TCP/IP protocols and
a sound knowledge of domain administration on the Windows™ 2008 R2, 2012, 2012 R2, and 2016 platforms,
notably in Active Directory and DNS.

Using the Administrator's Guide

This guide is designed to provide information related to the daily management of your Neverfail Engine
Cluster after successful installation. To help you protect your applications, this guide provides an overview
of the protection offered by Neverfail Engine and the actions that Neverfail Engine can take in the event of
a network, hardware, or application failure. The information contained in this guide is current as of the date
of printing.

Overview of Content

This guide is designed to give guidance on the configuration and administration of Neverfail Engine, and is
organized into the following sections:

Preface — About This Book (this chapter) provides an overview of this guide and the conventions used
throughout.

Chapter 1 — Neverfail Engine Concepts presents an overview of Neverfail Engine architecture and the five
levels of protection provided by Neverfail Engine.

Chapter 2 — Status and Control describes how to connect to Neverfail Engine using the Engine Management
Service or the Neverfail Advanced Management Client to review the status of and manage a Cluster.

Chapter 3 — Configuring Neverfail Engine discusses how to configure Neverfail Engine using the Configure
Server Wizard.

Chapter 4 — Server Protection discusses how the Neverfail Engine solution protects users from server
system failure or server hardware crash.

Chapter 5 — Network Protection describes how Neverfail Engine protects against network failure by ensuring
that the network identity of the production server, IP address, etc. are provided to users.

Chapter 6 — Application Protection discusses how Neverfail Engine maintains the protected application
environment ensuring that applications and services stay alive on the network.

Chapter 7 — Data Protection discusses how Neverfail Engine intercepts all data written by users and
protected applications and maintains a copy of this data for use in case of failure.

Appendix A — Other Administrative Tasks discusses additional tasks for the administrator to configure
system logging and alerting functions.
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Appendix B — Troubleshooting discusses common issues that may appear and techniques to troubleshoot
the issue and includes two active servers or two passive servers, application slowdown, channel drops, and
MaxDiskUsage errors.

Appendix C — Neverfail SCPOPE Data Collector discusses how to use Neverfail SCOPE to measure
bandwidth, and interrogate your server environment to prepare for installation.

Document Feedback

Artisan Infrastructure welcomes your suggestions for improving our documentation and invites you to send
your feedback to docfeedback@neverfail.com .

Abbreviations Used in Figures

The figures in this book use the abbreviations listed in the table below.

Table 1: Abbreviations

Abbreviation Description

Channel Neverfail Channel

NIC Network Interface Card

pP2pP Physical to Physical

pP2v Physical to Virtual

vav Virtual to Virtual

SAN Storage Area Network type datastore

Technical Support and Education Resources

The following sections describe the technical support resources available to you. To access the current
version of this book and other books, go to http://www.neverfail.com/services-and-support/ .

Online and Telephone Support

Use online support to view your product and contract information, and to submit technical support requests.
Go to http://www.neverfail.com/services-and-support/ .

Support Offerings

To find out how Neverfail Support offerings can help meet your business needs, go to
http://lwww.neverfail.com/services-and-support/ .

Neverfail Professional Services

Neverfail Professional Services courses offer extensive hands-on labs, case study examples, and course
materials designed for use as on-the-job reference tools. Courses are available on site, in the classroom,
and live online. For the day-to-day operations of Neverfail Continuity Engine, Neverfail Professional Services
provides offerings to help you optimize and manage your Neverfail Engine servers. To access information
about education classes, certification programs, and consulting services, go to
http://www.neverfail.com/services-and-support/ .
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Chapter 1

Neverfail Continuity Engine Concepts

Topics:

*  Overview

* Architecture

» Protection

* Neverfail Continuity Engine Networking Configuration

* Neverfail Continuity Engine Communications

* Neverfail Continuity Engine Switchover and Failover Processes
* Recovery from a Failover

Overview

Neverfail Continuity Engine is a Windows based system specifically designed to provide High Availability
(HA) and Disaster Recovery (DR) to server configurations in one solution that does not require any
specialized hardware. To appreciate the full capabilities of Neverfail Continuity Engine you must
understand the basic concepts under which Neverfail Engine operates and the terminology used.

Note: In this document, the term “Cluster” refers to a Neverfail Continuity Engine Cluster. Refer to
the Glossary for more information about Neverfail Engine Clusters.

Architecture

Neverfail Continuity Engine provides a flexible solution that can be adapted to meet most business
requirements for deployment and management of critical business systems. Capitalizing on VMware
vCenter Server's ability to manage virtual infrastructure assets combined with Neverfail's
application-aware continuous availability technology, Neverfail Continuity Engine brings a best in class
solution for protecting critical business systems.

Neverfail Continuity Engine consists of the Engine Management Service that is used to deploy and
manage the Neverfail Engine service that provides for application-aware continuous availability used
for protecting critical business systems.

Using Engine Management Service, users can deploy and manage Neverfail Engine with the ability
to view Neverfail Engine status and perform most routine Neverfail Engine operations from a single
pane of glass.

Neverfail 8
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Figure 1: Deployment Architecture

Neverfail describes the organization of Neverfail Engine servers based upon Clusters, Cluster status,
and relationships between Clusters. Neverfail refers to a Cluster of two servers as a Neverfail Engine
Pair or three servers as a Neverfail Engine Trio. Installing Neverfail Engine on the servers and assigning
an identity to the servers results in a Neverfail Engine Pair or Trio.

Each server is assigned both an Identity (Primary , Secondary , or Tertiary if installed) and a Role
(Active or Passive ). Identity is used to describe the physical instance of the server while the role is
used to describe what the server is doing. When the identity is assigned to a server it normally will not
change over the life of the server (except in the special case described below) whereas the role of the
server is subject to change as a result of the operations the server is performing. When Neverfail
Engine is deployed on a Pair or Trio of servers, Neverfail Engine can provide all five levels of protection
(Server, Network, Application, Performance, and Data) and can be deployed for High Availability in a
Local Area Network (LAN) or Disaster Recovery over a Wide Area Network (WAN) or both High
Availability and Disaster Recovery.

Note: The identity of an existing Disaster Recovery (DR) Secondary server can change under certain
circumstances. This is when a DR pair is extended to become a Trio. In this case, the Secondary will
be re-labeled as the Tertiary, so that the Tertiary is always the DR stand-by in any Trio.

In its simplest form, Neverfail Engine operates as a Neverfail Engine Pair with one server performing
an active role (normally the Primary server) while the other server performs a passive role (normally

Neverfail 9
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the Secondary server). The server in the active role provides application services to users and serves
as the source for replication while the server in the passive role serves as the standby server and
target for replicated data. This configuration supports replication of data between the active and passive
server over the Neverfail Channel.

When deployed for High Availability, a LAN connection is used. Due to the speed of a LAN connection
(normally 100 Mb or more) bandwidth optimization is not necessary.

When deployed in a WAN for Disaster Recovery, Neverfail Engine can assist replication by utilizing
WAN Compression with the built-in WAN Acceleration feature.

Additionally, Neverfail Continuity Engine can be deployed as a Trio incorporating both High Availability
(HA) and Disaster Recovery (DR) or can be extended from an HA or DR pair to a Trio resulting in the
following scenarios:

* Primary-Secondary (HA) + Tertiary (DR)

* Primary-Secondary (HA) > extending Pair to Trio resulting in: Primary-Secondary (HA) + Tertiary
(DR)

* Primary-Secondary (DR) > extending Pair to Trio resulting in: Primary-Secondary (HA) + Tertiary
(DR)

Protection

10

Neverfail Continuity Engine provides five levels of protection to ensure that end-user clients remain
connected in the event of a failure.

» Server Protection — Neverfail Engine continues to provide availability to end-user clients in the
event of a hardware failure or operating system crash. When deployed, Neverfail Engine provides
the ability to monitor the active server by sending “I'm alive” messages from the passive server to
the active server which reciprocates with an acknowledgment over a network connection referred
to as the Neverfail Channel. Should the passive server detect that the process or "heartbeat" has
failed, it can then initiate a failover.

A failover occurs when the passive server detects that the active server is no longer responding.
This can be because the active server's hardware has crashed or because its network connections
are lost. Rather than the active server being gracefully closed, it has been deemed to have failed
and requires no further operations. In a failover, the passive server is brought up immediately to
take on the role of the active server. The mechanics of failover are discussed later in this guide.

* Network Protection — Neverfail Engine proactively monitors the ability of the active server to
communicate with the rest of the network by polling up to three defined nodes around the network,
including by default, the default gateway, primary DNS server, and the Global Catalog server at
regular intervals. If all three nodes fail to respond, for example, if a network card or local switch
fails, Neverfail Engine can gracefully switch the roles of the active and passive servers (referred
to as a switchover) allowing the previously passive server to assume an identical network identity
to that of the previously active server. After the switchover, the newly active server then continues
to service the clients.

» Application Protection — Neverfail Engine running on the active server locally monitors the
applications and services it has been configured to protect through the use of plug-ins. If a protected
application should fail, Neverfail Engine will first try to restart the application on the active server.
If a restart of the application fails, then Neverfail Engine can initiate a switchover.

A switchover gracefully closes down any protected applications that are running on the active server
and restarts them on the passive server along with the application or service that caused the failure.
The mechanics of switchover are discussed in more detail later in this guide.

Neverfail



Performance Protection — Neverfail Engine proactively monitors system performance attributes
to ensure that your protected applications are actually operational and providing service to your
end users, and that the performance of those applications is adequate for the needs of those users.

Neverfail Engine Plug-ins provide these monitoring and preemptive repair capabilities. Neverfail
Engine Plug-ins monitor application services to ensure that protected applications are operational,
and not in a‘*hung’ or ‘stopped’ state. In addition to monitoring application services, Neverfail Engine
can also monitor specific application attributes to ensure that they remain within normal operating
ranges. Similar to application monitoring, various rules can be set to trigger specific corrective
actions whenever these attributes fall outside of their respective ranges.

Data Protection — Neverfail Engine ensures the data files that applications or users require in the
application environment are made available should a failure occur. Once installed, Neverfail Engine
can be configured to protect files, folders, and even the registry settings of the active server by
mirroring these protected items, in real-time, to the passive server. This means that if a failover
occurs, all files that were protected on the failed server will be available to users on the server that
assumes the active role after the failover.

Updates to protected files are placed in a queue on the active server (the send queue), ready to
be sent to the passive server with each request numbered to maintain its order in the queue. Once
the send queue reaches a specific configured size, or the configured time duration has expired,
the update is sent to the passive server, which places all the requests in an array of log files termed
the receive queue. The passive server then confirms the changes have been logged by sending
the active server an acknowledgment.

The passive server’s receive queue is then read in numerical order and a duplicate set of file
operations are applied to the disk of the passive server.

Neverfail Engine provides all five protection levels simultaneously ensuring that all facets of the user
environment are maintained at all times and that the network (the Public Network ) continues to operate
through as many failure scenarios as possible.

Neverfail Continuity Engine Networking Configuration

The server IP address used by a client to connect to the active server, the Public IP address, must be
a static IP address (not DHCP-enabled). In the example below, the Public IP address is configured
as 192. 168. 1. 127.

Neverfail
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7 Primary Server ~ Secondary Server
Active Passive
- 4 10.0.0.5 10.0.06 e ——

ooty > Neverfail Channel 3 St
K

\,
Management Address 192.168.5.123 Management Address 192.168.5.124
Public Address I 192.168.1.127 Public Address X 192.168.1.127

Public

Figure 2: Neverfail Continuity Engine Network Configuration

Note: The IP addresses of all NICs on the server can be obtained using a Windows command prompt
and typing i pconfig /all.

Neverfail Continuity Engine uses a proprietary filtering system that works with the native Windows
Filter Platform to expose a set of Application Programming Interfaces (APIs) to permit, block, modify,
and/or secure inbound and outbound traffic while providing enhanced performance over previous
versions of the Neverfail Packet Filter Driver.

In a High Availability configuration, the Public NIC on the passive server uses the same IP address
as the active server but is prevented from communicating with the live network through a filtering
system installed with Neverfail Continuity Engine. This filter prevents traffic using the Public IP address
from being committed to the wire. It also prevents NetBIOS traffic utilizing other IP addresses on the
NIC from being sent to prevent NetBIOS name resolution conflicts.

When configured for Disaster Recovery (DR) to a remote site with a different subnet, Neverfail Engine
must be configured to use a different Public IP address for the Primary and Secondary servers. When
a switchover is performed, the DNS server will be updated to redirect users to the new active server
at the DR site. These updates are not required when the same subnet is used in the Disaster Recovery
Site. Neverfail Engine uses DNS Update task to update Microsoft Windows 2003, 2003 R2, 2008,
2008 R2, 2012, 2012 R2, and 2016 DNS servers with the new Public IP address. DNS Update runs
the DNSUpdat e. exe to perform the following actions:

» First, DNSUpdate must unregister the current address with all DNS servers that have an entry for
the server (this may not be all DNS servers in the enterprise). Unregistering the address involves
removing the 'A host record' from the Forward lookup zone and removing the 'PTR record' from
any relevant reverse lookup zones.

» Next, DNSUpdate must register the new address with all DNS servers that need an entry (again
this may not be all DNS servers in the enterprise). Registering the address involves adding the 'A
host record' to the Forward lookup zone and adding the 'PTR record' to the pertinent reverse lookup
zone.

« Finally, where secondary DNS servers are present, DNSUpdate must instruct them to force a
replication with the already updated Primary servers.

12 Neverfail



The NICs on the Primary and Secondary servers intended for use by the Neverfail Channel must be

configured so that they use IP addresses outside of the Public Network subnet range. These addresses

are termed the Neverfail Channel addresses.

Important: NetBIOS must be disabled for the Neverfail Channel(s) on the active and passive servers

because the Primary and Secondary servers use the same NetBIOS name. When Neverfail Engine

installation is complete (runtime), NetBIOS will automatically be disabled across the channel(s)

preventing NetBIOS name conflicts.

The NICs that allow the connectivity across the Neverfail Channel can be standard 100BaseT or
Gigabit Ethernet cards providing a throughput of 100Mbits per second or more across standard Cat-5

cabling.

Note: A dedicated channel requires no hubs or routers, but any direct connection requires crossover

cabling.

When configured for a WAN deployment, the Neverfail Channel is configured using static routes over

switches and routers to maintain continuous communications independent from traffic on the Public

Network.

Neverfail Continuity Engine Communications

The Neverfail Channel is a crucial component of the setup and is configured to provide dedicated
communications between the servers. When deploying in a pair configuration, each server in the pair

requires at least one network card (see Single NIC configuration in the Installation Guide) although

two network cards are recommended (one NIC for the Public Network connection and at least one
NIC for the Neverfail Channel connection). An additional pair of NICs may be used for the Neverfail

Channel to provide a degree of redundancy. In this case, the Neverfail Channel is said to be Dualed

if more than one dedicated NIC is provided for the Neverfail Channel on each server.

7 Primary Server " Secondary Server
Active Passive
%J 10.0.0.5 10.0.0.6 \—J

~ Engine. D NeverfailChannel 2 -y

\,

J h
Management Address 192.168.5.123 Management Address 192.168.5.124
Public Address I 192.168.1.127 Public Address X 192.168.1.127
Public

Figure 3: Neverfail Continuity Engine Pair Communications

Neverfail
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Note: To provide added resilience, the communications for the second channel must be completely
independent from the first channel, for example, they must not share any switches, routers, or WAN

connection.
[ ——— S 11 Y -
i " Tertary Server I
1 Passive I
I !
i —— !
I !
I !
WAN .

i [ o
! C—
|
|
i .- _
i ¥ A0, ‘-----P----ﬂ
|
|

10025

( Primary Server 3

Active

10.0.0.5 10.0.0.6

WIEL  Noverfal Chamnel NI

| 1
100

—

Management Address (T3 192.168.5.123 Management Address tﬁ 192.168.5.124
Public Address 5~ 192.168.1.127 Public Address _- 192,168.1.127

Public

Figure 4: Trio Configuration

Neverfail Continuity Engine Switchover and Failover Processes

Neverfail Continuity Engine uses four different procedures to change the role of active and passive
servers depending on the status of the active server.

Note: This section illustrates the simpler cases of switchover and failover in a Neverfail Engine Pair.

The Managed Switchover Process

A managed switchover can be initiated manually from the Engine Management Service or the Advanced
Management Client Server Summary page by selecting the server to make active and clicking the
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Make Active button. When a managed switchover is initiated, the running of protected applications
is transferred from the active machine to a passive machine in the Cluster - the server roles are

reversed.
q Stop Applications o Apply Queued Updates
Q Transfer Updates 9 Expose to Network
o Blocked from Mebwark Server becomes Passive Start Intercepting Updates
—

= Server becomes Active

racdican Frimary Serves Secandary Server py—"
pplication pplication a o
Process Active Passive: Process 7 g Start Applications

Apply Process Apply Process

L fiswertail Channel ___ _SHIE e

Newerkail — | Mewertail
Engine Layer n Engine Layer
File System Transfer Updates > File System
Disk Cache ‘ Disk Cache
| — Active Strver ——— | I
P e St
Public

Figure 5: Neverfail Continuity Engine Switchover Process

The automatic procedure executed during a managed switchover operation includes the following
steps:

1.

Stop the protected applications on the active server. Once the protected applications are stopped,
no more disk updates are generated.

. Send all updates that remain queued on the active server to the passive server. After this step, all

updates are available on the passive server.

Change the status of the active server to ‘switching to passive’. The server is no longer visible from
the network.

Apply all queued updates on the passive server.

Change the status of the passive server to 'active'. After this step, the new active server starts
intercepting disk I/Os and queues them for the new passive server. The new active server becomes
visible on the network with the same identity as the old active server.

Change the status of the old active server from ‘switching to passive’to 'passive’. The new passive
server begins accepting updates from the active server.

. Start the same protected applications on the new active server. The protected applications become

accessible to users.

The managed switchover is complete.

The Automatic Switchover Process

An automatic-switchover (auto-switchover) is triggered automatically if a protected application, which
the system is monitoring, fails.

An auto-switchover is different from a managed switchover in that although the server roles are changed,
Neverfail Engine is stopped on the previously active server to allow the administrator to verify the
integrity of the data on the newly passive server and to investigate the cause of the auto-switchover.

Auto-switchovers are similar to failover (discussed next) but initiated upon the failure of a monitored
application. Once the cause for the auto-switchover is determined and corrected, the administrator
can use the Configure Server Wizard to change the server roles to their original state.

Neverfail
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The Automatic Failover Process

When a passive server detects that the active server is no longer running properly, it assumes the role
of the active server.

Primary Secondary
— Y r N Process Replication Queue
Dead Active

Updates

Expose network

Neverfail
E.:;In: o Start Intercepting Updates
; ) Server Becomes Active
Lost ] o Start Application
Asynchronous -

Updates Serd

— Queue

[ == X Neverts” Channel 45 = |
Neverfail Channel 10.0.0.5 10.0.0.6 Meverfail Channel
Public IP Address 192.168.1.127 192.168.1.127 | Public IP Address

Public Network

Figure 6: Neverfail Continuity Engine Failover Process

During automatic failover, the passive server performs the following steps:

1.

It applies any intercepted updates that are currently saved in the passive server receive queue as
defined by the log of update records that are saved on the passive but not yet applied to the
replicated files.

The length of the passive server receive queue affects the time the failover process takes to
complete. If the passive server receive queue is long, the system must wait for all updates to the
passive server to complete before the rest of the process can take place. When there are no more
update records that can be applied, it discards any update records that it is unable to apply (an
update record can only be applied if all earlier update records are applied, and the completion
status for the update is in the passive server receive queue).

. It switches its mode of operation from passive to active.

It enables the public identity of the server. The active and passive servers both use the same system
name and same Public IP address. This Public IP address can only be enabled on one of the
systems at any time. When the public identity is enabled, any clients previously connected to the
server before the automatic failover are able to reconnect.

It starts intercepting updates to the protected data. Updates to the protected data are saved in the
send queue on the local server.

It starts all the protected applications. The applications use the replicated application data to recover,
and then accept re-connections from any clients. Any updates that the applications make to the
protected data are intercepted and logged.

At this stage, the originally active server is “off the air,” and the originally passive server assumes
the role of the active server and runs the protected applications. Because the originally active server
stopped abruptly, the protected applications may lose some data, but the updates that completed
before the failover are retained. The application clients can reconnect to the application and continue
running as before.

16
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The Managed Failover Process

A managed failover is similar to an automatic-failover in that the passive server automatically determines
that the active server has failed, and can warn the system administrator about the failure; but no failover
occurs until the system administrator chooses to trigger this operation manually.

Recovery from a Failover

Assuming the Primary server was active and the Secondary server was passive before the failover,
the Secondary server becomes active and the Primary server becomes passive after the failover.

Once the problem that initiated the failover is rectified it is a simple process to reinstate the Primary
server as the active server and the Secondary server as the passive server.

The following steps are used to restore the previously failed server to the active role.

1.

Neverfail

Correct the incident that caused the failover.

2. Verify the integrity of the disk data on the failed server.
3.
4. Neverfail Engine will detect that it has not shut down correctly, and enter a Pending Active mode.

Restart the failed server.

In this mode, applications are not started, and the server is not visible on public network.

The server will attempt to connect to its peers, to determine if there is an active server. If it connects
to its peers, and another server is active, it will become passive and begin replication. If it connects
to its peers and no other server is active, it will become active, and begin replication. If it doesn't
connect with its peers within 2 minutes, it becomes passive.

At this stage, the instances of Neverfail Engine running on the servers connect and start to
resynchronize the data on the Primary server.

. Allow Neverfail Engine to fully synchronize.

When synchronization is complete, you can continue running with this configuration (for example,
the Secondary is the active server and the Primary is the passive server), or initiate a managed
switchover to reverse the server roles in the Neverfail Engine Pair (for example, giving the Primary
and Secondary the same roles that they had before the failover.

Perform a managed switchover.
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Chapter 2

Status and Control

Topics:

» Using the Engine Management Service User Interface

* Managing Neverfail Continuity Engine Clusters

* Review the Status of Neverfail Continuity Engine Clusters and Groups
« Exit Neverfail Advanced Management Client

»  Shutdown Windows with Neverfail Continuity Engine Installed

» Controlled Shutdown

Using the Engine Management Service User Interface

The Engine Management Service is the primary tool used for deployment and normal daily control of
Neverfail Continuity Engine. Most routine operations can be performed from the Engine Management
Service User Interface thereby providing a lightweight, easily accessible, method of conducting Neverfail
Continuity Engine operations.

Configure Connection to VMware vCenter Server

The Configure Connection to VMware vCenter Server feature provides the ability to select and deploy
Neverfail Engine on a powered-on VM, with VMtools running, from the vCenter inventory. Also, a
VMware vCenter Server connection is required to automatically create a stand-by Secondary and/or
Tertiary VM server from the cluster and place them on a specific Host/Datastore.

Procedure
To configure a connection to VMware vCenter Server:

1. Click the vCenter button to display the Configure Connection to VMware vCenter Server page.

2. Enter the URL for the VMware vCenter Server, the username, and the password for a user account
with the minimum privileges required by EMS to operate (see KB 2901), and then click Next.
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Configure Connection to Villware vCenter Sarver

Enferthe URL for the Vidware vCenber Serder
2) Ready lo complate

Enmerthe name of an account on the Viiware YCaner Seqver

aoministraton@vz pherelncal |

Enier the password for the account

| Privilaga Allcwid

VMware vCenter Server E

Vibware vCenter Sent is used to create vitual Secondary Senntrs from Vidware virtual Primary
Seners, It s also used o geate virual Teniady Seners from VMware vinual Secondary Seners.
The URL should have the formal https:vCenter SenvarFODRIsdk

For more information on required vSphere privileges, see artichs KB 2001

Figure 7: Configure vCenter

3. Review the information in the Ready to Complete dialog and then click Finish.

Configure Connection 1o Vihware vCenter Senver

1) Configure vCenter

Vidware vCenber Senver URL  Mips192.168 0. Wsdk
Account agministraton@nsphere local

@ Configuration successfully updated.

Account Privilages

[ Privi g Allcwd
Extension.Update frue
TaskCreate brue
Exténgion. Register b
Global LogEvent e
Extension.Unregister fue
Task Uptate tu

VMware vCenter Configuration

W any of the privileges listed are not available 1o the account, tasks and events may nat be visible
invCenter.

You will als0 require pivileges for doning VIAs. See KB 2901 for more information.

|'. Back ] iex ||'- Finish 1

Figure 8: Ready to Complete

Configure VMware vCenter Converter
Use the Configure VMware vCenter Converter feature to convert physical Primary or VMs with a
different hypervisor than ESXi to virtual Secondary and/or Tertiary servers during the automated cloning
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process used by Neverfail Continuity Engine Management Service to create the Secondary and/or

Tertiary servers.

Prerequisites

VMware vCenter Converter 5.5 or later must be installed manually.

Procedure

To configure the VMware vCenter Converter:

1. Click the Converter button to display the Configure Connection to VMware vCenter Converter

page.

1) Configure Comerer

2) Ready to complete

Configure Connection 1o Viwane wCenler Converter

Enter the URL for the VilWare vCenter Conwerier

[hips 192 156.0.28:44 Jcomerersdk |

Enter thie narme of an administralor account on the Vidware vCenber Convirter Server

Admministralon |

Emerthe passwiord for the account

1 I

VMware vCenter Converter "

WMWare vCenter Converter is used lo creale virual Secondary Servers from physical Primary
SEvers of VIS with a différent hypendsor type,

Viware vCenler Corverter installation must meat these requirements:
1) Viersion 5.5 is the supported version
2) Installed in advanced [chealsenver) mode with remole aCcess enabled

3) Have network visibility to Newerfail CE Management Service, vCenter Sarver and the target
PPrimary servers)

4) Where co.located with vCenter, the default port for converter is changed from 443

Obtain Viware wCenler Corverler

Figure 9: Configure VMware vCenter Converter

2. Enter the URL to where VMware vCenter Converter resides.
3. Enter the Username and Password for an account with Administrator permissions on the VMware
vCenter Converter server. Click Next.
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I Configure Connection 1o Vilbware vConter Converter

1) Configure Converber
VidWare vCenter Corverter URL  htlpsai 192 168.0 26 44 3/converterisdi

2} Ready o complele

VMware vCenter Converter Configuration -]

Configuration updated. Connection to Viltware vCenter Converter will require up to 30s to
validate.

B

Figure 10: Ready to Complete

4. Click Finish to accept the configuration parameters.

Protected Servers
The Protected Servers pane provides a view of all servers that are currently protected by Neverfail
Continuity Engine and managed by Neverfail Continuity Engine Management Service.

To view the status of a protected server, simply select the intended protected server.

Meverfail CE Management Service

Protected Servers B

2 NFCEB1B

Figure 11: Protected Servers

Management

The Management drop-down provides access to all of the key functions to deploy Neverfail Continuity
Engine and get Neverfail Engine up and running. It provides the ability to Deploy, Manage, Integrate,
and License Neverfail Engine.
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Deploy

The Deploy group is focused on deployment actions and provides the functions to deploy Neverfail
Continuity Engine as a Primary, Secondary, or Tertiary server.

Configure Windows Firewall for Deployment

Neverfail Continuity Engine Management Service, by default, automatically configures Windows Firewall
rules for RPC Dynamic (recommended). In the event that a non-Windows firewall is being used, you
must manually configure firewall rules to allow for deployment and operations.

» Configure the following firewall rules:

* RPC Dynamic is required to allow remote deployment.

» Ports 9727, 9728 for management from Neverfail Continuity Engine Management Service.

» Port 57348 for replicating data via the Neverfail Channel between the Primary and Secondary
servers.

| Configure Windows Firewall Setfings

B altow automatic configuration of the Windows Firewall rule for RPC Dynamic (recommended)

Engine requires the following rules 1o be enabled on a firewall on the protected server:

* RPC Dynamic is required 1o allow remobe deployment

* Ports ST27, 9728 for managerment from Meverfail CE Management Sendcs

* Port 57348 for replicating data on fhe channel between Primary and Secondary servers.

Engine can automatically configure these rules if you are using Windows Firewall
(recommended)

I you are using ancther firewall, please enable these rules.

[ OK Cancel

Figure 12: Configure Windows Firewall Settings

Deploy to a Primary Server
When this option is selected, Neverfail Engine is installed onto the Primary server.

Prerequisites

Prior to attempting installation of Neverfail Engine on the Primary server, ensure that the server meets
all of the pre-requisites stated in the Pre-Install Requirements section of the Neverfail Engine
Installation Guide.

Important: Neverfail Engine requires that Microsoft™ .Net Framework 4 be installed prior to Neverfail
Engine installation. If .Net Framework 4 is not installed, Neverfail Engine will prevent installation until
.Net Framework 4 is installed.

Procedure
To Deploy Neverfail Engine:

1. Having verified all of the environmental prerequisites are met, click on Management and navigate
to Deploy > Deploy to a Primary Server.
The Deploy Engine page is displayed.

Note: When deploying a Primary server, use an account with full administrator permissions to
successfully deploy the Primary server.
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Deploy Engine

2) Validating install
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Qroup on thi langet servedr.

For more details, see the installation Guide

[_cancel

Figure 13: Deploy Neverfail Engine page

Enter the DNS name or IP address of the server that will be the Primary server, or select a virtual
server from the inventory. Enter credentials for a user account with full administrator permissions
on the target server and click Next.
The Validating Install step is displayed. Neverfail Engine automatically configures Windows firewalls
to allow installation to continue and communications via the Neverfail Channel and the Neverfail

Continuity Engine Management Service.

Daplay Enging
1) Seled atargel server

atin all

3) Select public (principal) IP addresses
4) Ready 1 complite

v ing 58%

Gathering information from target...

Emors ()

Warnings (0}

Inf (0}

[Ca.nc.al]

Figure 14: Validating Install step
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3. Once the Validating Install dialog completes and displays that the server is a valid target, click

Next.
The Select public (principal) IP addresses step is displayed.

Deplay Engine
1) Select a targel senver
2) Validating install [ 182.168.0.15 Select Public (Principal) IP Addresses

) Sulnct putiic (principal I addresses L1 192.186.08 Select which 300ress &5 aré 10 beisible ta clients. These will be
4) Ready to complebe duplicated on HA stand-by = evers.

I'you hiave already allecabed dedresses fof e channel, these
should be unchecked.

Ilyou hiave alfeady alloCated acdresses dedicaled o Managing his
server alone, these should be unchecked.

[ Back |[ mem || | [_cance |

Figure 15: Select public (principal) IP addresses step

4. Verify that the proper IP address for the Public IP address is configured/selected and that the check

box is selected. Click Next.
The Ready to complete step is displayed.

Diplay Enging

1) Seled alargel server
2) valigating inztall
3) Select public (principal) IP addresses

HestMame  MFCEB1B
IP Addresoes  192.168.0.15

Ready to Complete
Engine will be deployed on the specfied target sernver.

Enging will discover applications which it can protect and prolecied pplcations: will have their Sences
setto manual to allow them to be managed.

Hext Steps: Alter the Primary install has completed, you can choose 1o create a stand-by VM for
high-availability locally, andior for disaster recovery using a host at a remote location.

(oo ) [ i | (e ) (canmr ]

Figure 16: Ready to complete step
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5. Review the information and click Finish.
The installation of the Primary server proceeds.

6. Once installation of the Primary server is complete, in the Protected Servers pane, select the
Primary server to display the Server Summary page .

Upgrade the Selected Server

Neverfail Continuity Engine Management Service provides a simple process incorporating a wizard
to upgrade from previous versions of the product.

1. From the Management drop-down, navigate to Deploy > Upgrade the selected server.
The Upgrade Engine page is displayed.

e —

1) Prewide cradentials

Server clusier to upgrade: NFCES18 |

2) Validaing uporade |
3) Ready 1o complele Enier ihe name of ®e Iocal (ot adminisiraior accowni fof the sener |

Agministrator
Ener the password for the accaun

L“: B confie hal no users are Bgeed on 10 he Prenary, Seondary (o Termkaly) Seners

=) Upgrade all sermr nodes in cduster recommended)

(O Upgrade only & pecibie seecer in ihe duster

Upgrade

All seroer nodes (Primary, Secondary and Teriary  relevand] will be upgraded, unless a single node
wpgrade is seleched

Single node upgrades should only be used where upgrade of e whole duster has failed, for example
BRCaUsE Of CONNBCRCN WSS SUNng Upgracs. Singhs Node Upgrades Mguine 3 Wnique managamand IF
FO0ress ascigned to Mi node.

Pipase see KB 7286 before using single node upgrade

st [ cancat |

Figure 17: Upgrade Engine

2. Enter the name of the local built-in Administrator account and password. After confirming that no
users are logged into the Primary, Secondary (or Tertiary) servers, select the check box.

3. Select to either upgrade all server nodes or only a specific server in the cluster. Click Next.

Note: Single node upgrades should only be used in the event the upgrade of the whole cluster
has failed. If you select to upgrade only a specific server in the cluster, you must configure a
Management IP address on the target server prior to attempting the upgrade. A new instance will
then be added in the Protected Servers list represented by the management IP.

The Validating upgrade step is displayed.
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Upgrade Engine
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Mo conflicting senices were found,
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TRegizier this conmecion’s sddress in DNS" is unthecked, on all network cands.
2 Metwork Adapters were deleclid on s Server.

Upgrading from 3 dafault instalaion locaiion is supported

Back Hesi [ cancel

Figure 18: Validating upgrade step

4. Once validation is complete, click Next.
The Ready to complete step is displayed.

Upgrade Engine
1) Prowde cradentials

2) validstng uporace Hostname of senver fo be upgraded NFCEBE

3) Ready lo complete

Ready to Complete

Enging will be Upgraded on all senver nodes of the specibed 1arge! cusier.
Protected applications will Conlinue 10 nan, but HA and DR protecion will be unanailable during the upgrace

The upgrade process can take from 30 minutes 1o a numaer of heurs. Many faclors afied the duralion,
including bandwidth between the dusier nodes and the performance of seners and slorage.

ARl data verfdsynchronis aon is parformad 3% the upgrade process which couldincraass this tims
Yiou miay sl 1 plan 10 upgrade during o-hours if the protected dalasets ane very large,

[ Back |_Finisn_| [ cancat |

Figure 19: Ready to complete step

5. Review the information and click Finish to initiate the upgrade of the selected cluster or single
server.

Uninstall from the Selected Server
The Neverfail Continuity Engine Management Service allows you to uninstall Neverfail Engine from a
selected cluster.

Neverfail 27



Administrator's Guide

Procedure
To uninstall from the selected server:

1. Select the intended server and from the Management drop-down, navigate to Deploy > Uninstall
from the Selected Server.
The Uninstall Engine step is displayed.

Uninstall Engine
Erfler the name of the lecal (Sulltin) agministrator account for the sermr | Administrater

Uninstall Engine
Enler the password for e account

To uninstall, the Primary Server
i muest b acthee. Engine will be
[ 1 confirm that no users are logged onto e Primary, Secondary (or Tertian) Servers femoved fom all SERerS in the
pair or frin.

Secondary | To avoid IF address and name
i confiicts, passive viual
(=) Dedete VI (Recommended, requires voenber) SEMVES Can bé dediled

aulornatically.

(O eadlied vérsions, Selecting
eitter VM io delete will applyio
baoih.)

) Reconfigure host name and IF address. Mew host name:

Albermatively, passive serrs
will e rénamed, and HICS
dizabled or IP address altered.

(O eadlier versions, passine
wirual seroers will b shutdown
inateaa)

ok | [ cancal |

Figure 20: Uninstall Engine

2. Select one of the available (and applicable) uninstall options for Secondary (and Tertiary - if present).

» Delete VM (Recommended, requires vCenter) - this option will delete the VM.
» Reconfigure host name and IP address - specify the new host name for the formerly passive
server.

Note: This option is only available if you attempt to uninstall a v8.1 cluster from Neverfail
Continuity Engine Management Service v8.1

3. Choose one of the available options:

» Disable NICs - this option will uninstall Engine and disable all the existing NICs on the formerly
passive server. The server will be shutdown and removed from the domain if it was previously
a domain member.

« Change Public IP address - this option will uninstall Engine then configure the newly specified
IP address on the formerly passive server. The server will be left running.

Note: In both cases, the passive server(s) will be removed from the domain.
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After verifying that no users are logged onto the Primary, Secondary, or Tertiary (if installed) servers,
select the confirmation check box and provide the local (built-in) Administrator account valid on all
servers. Click OK.

The Uninstall Validation process will start. If no issues are found, Neverfail Engine is uninstalled
from the Primary, Secondary and Tertiary (if installed) servers.

Add a Stand-by Server for High Availability

The Add a stand-by server for high availability feature is used to create a Secondary server when
deployed for high availability. Deploying for high availability means that failover will occur automatically
when the active server fails. This feature can also be used to add a stand-by server for high availability
to an existing disaster recovery pair. In this case, the new server will become the Secondary server
and the existing Secondary/DR server will be re-labeled as the Tertiary.

Procedure

To add a stand-by VM for high availability:

1.

2.

Neverfail

On the Neverfail Continuity Engine Management Service user interface, click the Management
drop-down and navigate to Deploy > Add a stand-by Server for high availability.
The Add a Stand-by Server for High Availability page is displayed.

Select clone type — select to use either automated cloning (recommended) or manual (using a
third-party cloning tool) to clone a specific server. Click Next.

Add a Stand-by Server for High Availability J
M |
® Selee 2 at ¢ b, 4 ) |

| 2) Select channel IP addresses &) Select aubornated cloning (recommended, réguings vOemed

() Select manual donin
3) Select 3 host (optional) 9

4) Select slorage (oplicnal)
5) Previde additional network setings: (optianal) Select Clone Type

5) Ready o complete The stand-by sener will be crealed by doning. The cloning operation can either be avlomated
or manual. Automaled cloning is recommended but reguires either |

a) A connecion bo vCenter is configured. The stand-by sener will be crealed as a Vil The
source server VI and the target host are bath managed by this instance of vCenter

or

b) Connedlions to vCenber and Vidware Corverler are configured. The stand-by server will be
created as a'VM.

If avtomated cloning is not suatile, vou can perferm the doning manually, &.0. using a Jrd-
party cloning tool

| et | cancei

Figure 21: Select Clone Type step

The Select channel IP addresses step is displayed.

. Select the NIC which is to host the Channel IP addresses. Enter the Channel IP addresses for the

Primary and Secondary servers. Manually enter the subnet mask or leave blank to set to the default
subnet mask. If you are adding high-availability to an existing DR pair, enter the IP addresses and
associated information for the Secondary-Tertiary and Tertiary-Primary (when deployed) Channel.
Click Next.
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Note: If the IP addresses chosen are not already present on the server's NICs, they will be added
automatically.

Add a Stand-by Server 1or High Avadability

1) Selact clone kype

2) Select channel IF addresses Ry aaceario S econdanC EHT
3) Selact a host (oplional) Select a network adapter for the channel
4) Select storage foptional) [cnannet [~

G} Frovide additonal nebwork ofinge {optional) Enter an P4 address for the Primary sernver

[192.18855

Subnel mask lor the Frimary serder (olank for defaul)

255.255.255.0 ]

Enter an w4 address for the Secondary semver

19216856

Subnel magk for e Secondary server (alank for default)

255.255.255.0

6) Ready 1o complete

Channel IP Addresses

The addresses will b aulomatically added to each senver ko allow Engine o communicale
and replicate data.

(Lsock J[ nes ] [cme ] |

Figure 22: Select Channel IP Addresses step

The Select a host (optional) step is displayed.

4. Select the Datacenter and Host where the Secondary server will be created and click Next.
The Select Storage step is displayed.

Note: If the Primary server is a virtual machine, then the Secondary server should be on a separate
host to protect against host failure.
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Add a Stand-by Server lor High Availability

1) Select done pe
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1
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(e ]

Selecting a Host

A new Vi will be created to provide
High Availability.

To prolect against server failune,
this should ba a separate hosl from
a Primary VM.

To provide high-availabiligy, it
should have a reliable, high-

Figure 23: Select Host step

The Select storage (optional) step is displayed.
5. Select a storage location for the virtual machine. Click Next.

Adld & SIAN-by Server for High Availability

1) Select clone type
2) Select channel IF addresses

Sele a storage location for the virfual maching

Diatastore

Q
3) Select a host (optional) I:l N

Frae Space (GB)

£) Provide additional network setings (optional) datastorel
B) Ready to complete

2608.73

Selecting a Datastore

Select a datastors on which to
tocate the virtual maching,

To protect against storage
failure, this shoubd be different
from that of a virlual Primary
Server

[ Baex |[ mem | [_cancer_|

Figure 24: Select Storage step

Note: The option to provide additional network settings is not available if Engine is deployed on

a Windows based server.

The Ready to complete step is displayed.
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6. Click Finish to initiate installation of the Secondary server.

Note: Once installation of the Secondary server is complete, automatic reconfiguration of the
Secondary server will take place requiring only a few minutes to complete.

Add a Stand-by Server for High Availabality

1) Select clone hpe Primary VM name NFCES18

2) Select channel IP addresses Primary channel IP address 192.168.5.5
) SHect 3 host (optional) Subnet mask 255.255.255.0
4) Select starage (eplional) Sacondary channel 1P address 192.168.56
5) Provice addtional network seflings (opticnal) Subnet mask 255,255.255.0
Cloning mechanism Autamatic

Datacenter for Secondary server  Datacentert
Hostfor HA Stand-by server 192.168.0.141
Datastore for HA Stand-by server  Catasiored

Ready to Complate

The WA will be doned to the specified location.

Cloning may take some time, depending on volume of data and availabbe bandwidth.
Once the cloning has compleled, the servers will begin replicating aulomatically.

Back | Finisn | [ cance |

Figure 25: Ready to Complete step

7. Once complete, perform Post Installation Configuration tasks listed in this guide.

Create Secondary and Tertiary stand-by VMs for HA and DR

This feature works to extend capabilities of Neverfail Continuity Engine to incorporate both High
Availability and Disaster Recovery by deploying both a Secondary server (for HA) and a Tertiary server
(for DR).

Procedure

To deploy Secondary and Tertiary VMs for High Availability and Disaster Recovery:

1. On the Neverfail Continuity Engine Management Service, navigate to the Management > Deploy
drop-down and select Create Secondary and Tertiary stand-byVMs for HA and DR.
The Create Secondary and Tertiary VMs for High Availability and Disaster Recovery page is
displayed.
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Create Secondary and Tertiary Vs for High-Availability and Disaster Recovery

1) Configure

a) Select host
) Select storage
2) Configure Terary VM
a) Seled public IP address

Creating the Secondary VM

The Secondary VM provides High-Availabilily,
) Select VIA move type

¢} Select host
d) Select storage
3) Configure channe| networiding Frimary sever
) Primary-Secondary
B) Secondary-Tertiary
c) Temtiary-Primary
4) Ready bo comgplete

In the neat sleps, you can select where the Secondany VM will be created.
M should be located on separale host and storage from the Primary.
Thee selected host should have a reliable, high-bandwidth connection to the

et | [ cancal |

Figure 26: Configure Secondary VM step

2. Review the information in the step and then click Next.
The Select host step is displayed.

Create Secondary and Tertiary Vs for High-Availabdity and Disaster Recovery

1) Configure Secondary VIA
Select a datacenter and host for the vifual machine

I &

w [y Datacenterd
ﬂ 182.168.0.141

a) Select host

b) Select storage

2) Configure Tertiasy vid
a) Select public IF address
b) Select VM move jpe
<} Seded host
) Select storage
3) Configure channel networking
a) Primary-Secondary
) SeCcondany-Temary
€) Teriary-Primary
4) Ready to complite

Selecting a Host

Avirual machane will be created
which is a clone of the Primary, but
configured bo be the Secondary
Sarcar.

Itwill have awirlual machine name
based on the virual machine name
of @ vimual Primary of Bé host nanmd
of a physical Primary and the suffix
(HA)

To protect against server failure,
this should bie & separate host Irom
a Primary VIL

To provide high-availability, it should
have a reliable, high-bandwidih
connection with the Primary,

((Back J[ nem ][ ‘oon |[ Cancel ]

Figure 27: Select host step

3. Click on the appropriate Datacenter to display all available hosts. Select the intended host for the

Secondary server and then click Next.
The Select storage step is displayed.
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Crieate Secondary and Tertiary VMs for High-Availability and Disaster Recovery
1) Cenfigure Secondany ViA o
) Select host lect a storage location for mr;umal machinge s.'.cﬁhﬂ a store
3 Slect 4 datagiore on which 1o locale
2) Cenfigure Teniany Vid Datastors | Free Space (GB) e virtual machine.
a) Select public IP addess datastored |awm To protéct against stofage fadurne,
‘this should be differant from that of
TR LIE D avirtual Primary Server
€) Selct host
d) Select storage
3) Configure channel networking
a) Primary-Secondary
b) Secondary-Tertary
) Tertiary-Primary
4) Ready to complate
Back | [ Memt | Cancel

Figure 28: Select storage step

4. Select the intended datastore for the Secondary VM, and then click Next.
The Configure Tertiary VM step is displayed.

Create Secondary and Tertiary VMs for High -Availabdity and Disaster Recovery

1) Configure Secondary VIA
3) Select host

1l
piSaisciHorac Creating the Tertiary VM

2) Configure T

a) Select public IP address

The Tediary VM provides Disasler Recovery.

b) Select VM move hpe
In the mext steps, you can selec how the Tertiary VM will be created.

<) Stlect hast
) Salect storage Itiz typically in a differant physical location.
2) Conioare channal risbroridng ;’nu\nllnm thie option 1o creats the WM Mes locally and move them ta this

a) Primary-Secondary
b} Secondary-Teiary
) Tertiary-Primary

4) Ready to complate

(oo ][] e

Figure 29: Configure Tertiary VM step

5. Review the contents of the step and then click Next.
The Select public IP address step is displayed.
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Create Secondary and Tertiary VMs for High-Availabéity and Disasier Recovery

T} CoRRgN Secondanr VM ) The pubiéc (principal) IP address wil be identicad to the Frimary Server
) S¥ixct ot ) The public (principal) IP address will be dfferentthan on the Primary Server
b) Select storage
e Public IP Addresses

2) Corfigure Tediary Vil
- Public P Addresses And

152.168.2.35 Ramdng

ot public IP address Irthé Primary and DR site wse different subnéts,

ihe Tertiary server requires a separate public [P

1) Selact VM e bpe

Bddress,
) Seléct host
d) Select storage l&zﬁmﬂ,ﬁ:‘,;mmm O
3) Configune channel networking Enter thi Gateway ons of fallover. DMEZ: Sarvers will fhen
a) Primany-Secandary |1g2 16821 | :::‘p:rmuwm-mlpaumstorm activy

b) Secondary-Teary
€] Tertiary-Primary
4) Rady bo complela

Enter the Preferad DRNS Semver

[192168.22 |
Enter the ARemate DNE Servr (opticnal)
Enter the user name far updating DHS Servers

[aminssuator |

Enter thi password

|mmm- |

(o] (o J[ | (] |

Figure 30: Select public IP address step

If the public IP address will be different than the Primary server, select which NIC this should be

assigned to and add a static IP address in a separate subnet in the Public IP Addresses field.
Additionally, add the Gateway IP, Preferred DNS server IP, and the user name and password of

an account used for updating DNS servers. Click Next.
The Select VM move type step is displayed.

Create Secondary and Tertiary VMs for High-Availability and Disaster Recovery

1) Configure Secondary VA
(%) Create and power-on the Teriary Vi automatically after clanin
a) Select host * v o ! i
() Create atemporary powerad-ofl done |acally, S0 that e VMDK fles can be ransferred manually
1) Selact storage
2) Configure Teriany vid

a) Select public IF address

b} Select VM move tpe

) Seled host
o) Select storage
3) Configure channel networking
a) Primary-Secondary
b} Secondany-Teiany
) Tertiary-Primary
4) Ready to complete

VM Move Type

I you have & reliable, high-bandwidth connection bo remate she, you can choose to create the Tertiany
WM directly on its host. This is recommended ondy if you hawve priviously dloned Vs to the remote sibe
with success.

Allgmatively, you can creale e Tediary VM in a lemporary location on a local host The VM will not be
powerad-on.

¥ou can then iransfer the VDK files 1o the remate sie, e.9. using detachable storage or FTP,

Back Mend | J Cance|

I
|

Figure 31: Select VM move type step

7. Review the definitions of the options and then select whether the VM will be transferred manually

or not. Click Next.
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The Select host step is displayed.

1) Configure Secondary Vi
a) 3elect host
b) Select storage

2) Configure Teiary Vil
a) Select public IP addregs
b} Select VM maove tpe

o) Select slorage
3) Cenhigure channel netwariing
3) Primary-Secondary
b} Secondary-Teriary
) Temiary-Primary
4)Ready to complete

Create Secondary and Tertiary Vs for High-Availability and Disaster Recovery

Select 3 datacenter and hastfor the vitual maching

L ]2

Selecting a Host
The VI will bé created with 3 vimual

w [Iy Datacentar1
ﬂ 192.163.0.141

(gack J[_timt J|

machine name basead on the wiual
machine name of a virual Primary or
fhe host name of a physical Primary
and the suffix (OR)

If you have selected to move the VM
1o thi femobe Siti, it will bé created
on this host, but will be powered-off.

j Cancel i

Figure 32: Select host step

8. Click on the appropriate Datacenter to display all available hosts. Select the intended host for the
Tertiary server and then click Next.
The Select storage step is displayed.

1) Configure Secondary VIA
a) Select host
b) Select storage
2) Configure Temiady vid
a) Select public IP address
) SeleCt VM miove hpe
) Select hogt

3) Configure channel networking
) PriFmany-SHcon dary
b Secondary-Teary
) T rtiany-Primany

4) Ready to complibe

Create Secondary and Tertiary VMs for High -Availabdity and Disaster Recovery

Select a storage location for the virtual machine

Selecting a Datastore

Q

| Select a datastore on which o locate
Diatastone | Free Space (GB) the virteal machine.

datastoret IMTS I you have selected to move the VI,

‘this will be the temporary location
Trom wihiich wou will reose thie VIIDE
Tiles.

(L Back J[ mem J[ coon |[ concel ]

Figure 33: Select storage step

9. Select the intended datastore for the Tertiary VM, and then click Next.
The Configuring Channel Communications step is displayed.
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Create Secondary and Tertiary VMs for High -Availabdity and Disaster Recovery

1) Configure Secondary VA
a) Select host
b} Select storage
! 3 Configuring Channel Communication
2) Configure Tertiagy Vil
a) Select public IF addess
The channels ane the conneclions betwien Senaers used for data and conlbrol
b} Select VM move tpe communication.
) Seled host

o) Sslect storage

onfigure channel networking

a) Frimary-Secondary
b} Secondary-Terary
<} Teriary-Frimary

4) Ready to complebe

[_nea ]|
Figure 34: Configure channel networking step
10. Review the contents of the step and then click Next.
The Primary-Secondary step is displayed.
Create Secondary and Tertiary VS for High-Availability and Disaster Recovery
1) Configure Secondary VI
a) Select hoat Salect a network adapter for this channel Primary-Secondary Channel
b) Select storage [ ehanne =] The addresses will be aulomatically added to
2) Configure Teiany Vi each server o allow Engine to communicate
and replicate data.
a) Select public IP address Enbér an Pvd addness for the Primary
) Select VM move pe [10005 |
il Salact hcat Primary Subnet Mask (blank far dafaull
0 3MQ e [255.255.2550 |
3) Configure channal networking
ST = Enter an P4 address for the Secondany
b} Secondary-Terary |1U.0 s l
& Tarbian-Primary Secondary Subnat Mask (blank for dafault)
) Ready to camplete fz55 255 255 o] |
[ Back | [ Mea | [ cancal_|

Figure 35: Primary-Secondary step

11. Select the appropriate network adapter and then enter the channel IP addresses for
Primary-Secondary communications. Click Next.
The Secondary-Tertiary step is displayed.
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Create Secondary and Tertiary WMs for High-Avasability and Disaster Recovery

1) Corfigure Secondary Vi

a) Seled host ‘Seleed a network adapled for this channel
&) Select storage | Public [=]
2} Gonfigure Tertiary Vi

a) Select publicIF address Enmes an IPvd address for the Secondary

B) Select VI move type 10018
Ch3alect host Secondary Subnet Mask (slank for detauly
d) Seled slorage
255.255.255.0
3) Configure channel neweeking
Enier an IPv4 address for Be Terdiary
a) Primary-S& condary
b) Secondary-Tertiary |m
) Tettiary-Primary Subnet Mask (blank for defaul)
4) Ready to complete 255,255.255.0

Secondary-Tertiary Channel

The addresses will be automatically added o
each server to data replicalion and duster
communication

A parsistent static route should be configured
for the channel connection where routing is
required

Back Hed Cancal

Figure 36: Secondary-Tertiary step

Secondary-Tertiary communications. Click Next.
The Tertiary-Primary step is displayed.

12. Select the appropriate network adapter and then enter the channel IP addresses for

Crieate Secondary and Tertiary VNS for High-Availability and Disaster Recovery

1) Configure Secondary VA
&) Select host Select a network adapter for this channel
b) Select storage [ ehannel 1=

2) Configure Teniary Vid
a) Select public IP address Enter an P4 addregs for the Tertiany
b) Select VM move tpe [10.027
EXEnleclhio= Tetiary Subnet Magk (olank for defaut)
CETTENERD [255.285.2550

3) Confgure channel networki

ot 2 ENber an P4 acdaness fof the Primary

) Primary-Secondary
o) Secondary-Terary |1°'°'2 :

Prirnady Subnet Mask (Blank far detault)

) Terliany-Primary

4) Ready o complete

Tertiary-Primary Channel

The addrésses will be automatically added to
each server to allow Engine to communicate
and replicaté data,

& parsistent static route should be configured
for the: channel connection whene rouling is
required

Back |[ Mem || rnon | [ cancal

Figure 37: Tertiary-Primary step

communications. Click Next.
The Ready to complete step is displayed.

13. Select the appropriate network adapter and then enter the channel IP addresses for Tertiary-Primary
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Create Secondary and Tertiary VIS for High Availability and Disaster Recovery

1) Configure Secondary VId
a) Select host
b) Select slorage

2) Configure Tertiary Vid

3] Gelect public IF address

o) 3elact VM move bpe
<) Seledt host
o) Select storage

3) Configure channel netwarking

a) Primary-Secondary
b} Sacondary-Temiary

) Teriary-Primary

4) Ready to complete

Primary Vil Hame

Secondary Datacenter
Secondary Host
Secondary Datastore
Tertiary Datacenter
Tertiary Host

Tentiany Datastore
Tentiary Public IP Address.
Location for Tertiary VM
Gateway

Prefarred DNE

Ready to complete

MNFCEB1E

Datacenter!
18216680141

datastoret

Datacentart

182 16B.0.141
datastored

182 166.10.7

Use Tertiary hiost location
182 166.10.1

182 166.10.2

P-5 Channel IP Address
P-5 Subnet Mask

5P Channel IP Address
5P Subnet Mask

£-T Channel IF Address
5-T Subnet Mask

T-& Channel IF Address
T-5 Subnet Mask

T-F Channel IF Address
T-P Subnet Mask

P-T Channel IF Address
P-T Subnet Mask

The Secondary and Tediary VMs will be cloned to the specilied locations

Cloning may take some Bme, depending on volum e of data and available bandwi oh

10,0005
255.255.255.0
100,06
255.255.255.0
10.0.16
255°255.255.0
10017
255.255.255.0
10027
255.255.255.0
10025
255.235.255.0

If you have selected o move the VM, once the cloning has completed, cogy the VMDK files to the

FEFHOLE Sile, ANl POWEr-on the Temiany.

Otherwise, ance the cloning has complefed, the servers will begin replicating autormatically.

T

Finish Cancel

Figure 38: Ready to complete step

14. Review all of the summary information on the step. If any errors are found, use the Back button to

Add a Stand-by Server for Disaster Recovery
The Add a stand-by server for disaster recovery feature is used to create a Secondary server when

deployed for disaster recovery. A Secondary server created for disaster recovery will typically be
located at a different site from that of the Primary server. By default, automatic failover is disabled
between the active and passive servers. This feature can also be used to add a stand-by server for
disaster recovery to an existing high availability pair.

Procedure

To add a stand-by server for disaster recovery:

1.

credentials to be used for updating DNS.

Click Next.

On the Neverfail Continuity Engine Management Service user interface, click the Management
drop-down and navigate to Deploy > Add a stand-by server for Disaster Recovery.
The Add a stand-by server for disaster recovery page is displayed.

Select either of the following:

The public (principal) IP address will be identical to the Primary server.
The public (principal) IP address will be different than the Primary server - you must add

navigate to the step with the error and correct it. If no errors are found, click Finish to deploy the
Secondary and Tertiary servers.
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Aid a Stand by Server For Disaster Recovery

1) Select public IP address

() The public (principal) P address will be (dentical to the Primary senver
2latectct mua Harddoer (® The public (principal} IP address will be different than on the Primary s erver

3) Select clone lype
e
4) Select host (aptional) Eipise Public IP Addresses
5) Select storage foptional) Pubilc IF Addreseeg Add I the Primary and DR sit usé different subaets, the
) Configure helper VM (optional) 182.168.0.15 DR server requires a separaie public IP address.
71 Reaty 1o complete In this case, an account capabde of updating the DNS
sarvers must be specified.
Enter the gatewa On switchover of tallover, ONS servers will then be
galewEr updatid with the IP address of he active server.
[192.168.01 |
Enter the preferred DHS senver
[192.188.02 |

Enber e altemnate DNS server (optiona)

Enter the user name for updating DNS seners

[arinistrator |

Enter the password

— I

Figure 39: Select Public IP Address step

The Select Channel IP Addresses step is displayed.

3. Enter the Neverfail Channel IP addresses for the Primary and Secondary servers. Manually enter
the subnet mask or leave blank to set to the default subnet mask. If you are adding Disaster
Recovery to an existing pair, then enter the IP Addresses and associated information for the
Primary-Tertiary and Secondary-Tertiary channels. Click Next.

Add a Stand-by Server For Disaster Recovery

1) Seled public IP address

2) Select channel IP addre:

Primary server ko Secondary sener 1 |

3) Select clone type Select a nutwork adagher fer the channel

4) Select host (opsional) | channel L]
5) Select storage (opticnal) Enler an IPv4 atdress for the Primary

6) Configure helpes VM (cpsional) [1000s |
7) Ready to complets

Prirmary Subnet Mask (blank for defaull)

[255.255.255.0 |

Enber an IPvd address for thi Secondary

[10.015 |

Secondary Subnet Mask (blank for defaull)

fesc 222222 J

Channel IP Addresses

The adaresses will be automatically agged 10 each senves ko allow Enging to communicate and replicates
data.

A persistent static route should be configured for the channal Connaction Whene routing is reguined

[ Back |[ net | [ cancal |

Figure 40: Select Channel IP Addresses step

The Select Clone Type step is displayed.
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4. Select whether to clone the Primary server to create a Secondary server and power-on the

Secondary server or to clone the Primary server to create the . vnuk files to be ported manually
to the DR site. Additionally, you can select to perform a manual clone using a third-party cloning
tool to clone a specific server. Click Next.

Note: If you have selected to move the . vk files, this refers to where the files will be created,
not the final destination.

1) Seed public IP address
2) Seled channel IP aodnesses

4) SHect host (optional)

5) Select storage (oplional)

) Corfigure hedper VI (optianal)
7) Rirady to complete

| Adaa Stand by Server For Disaster Recovery

® Select autornated cloning (Rcommendad, fequires vCenter)
(@) Create and power-on the stand-by VM autormatically afles choning

(O Create atemporary powered-off clone locally, 50 thal the VMDK files can be fransherred manually

() Select manual doning

Automated Cloning
Hthe DR stand-by server will be a Vidware VI, then astomated doning is fhe simplest oplion.

M you Nave a reliable, high-bandwidth connection 1o remote Site, you can chodose 1o creals the DR VM
directly on its host. This is recommended only if you have previously cloned WMz to the remote site with
SUCCESS

Altarnafvely, you can create thie DR VM in a temporary location oni a local host The VM will not be powerad-
an,

You can then transfer the YMDK files to the remode site, e.g. using detachable storage or FTR.
Manual Clening
Hihe DR stand-by sercer is anothes lype of VM of a physical machine, thien you can use manual cloning.

‘When this wizard has completed, then the Primary sener will be re-configured ready for you to clone using
a Mind-party toal.

Back HNext [__cancar ]

Figure 41: Select Clone Type step

The Select Host step is displayed.
5. Select a Datacenter and Host for the virtual machine. Click Next.

Note: If you have selected to move the . virdk files, this refers to where the files will be created,
not the final destination.
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2) Selact channel IF addresses
3) 3elect clone ype

4) Select oot (optional)

5) Select storage (optional)
6) Configure helper VM {optional)
71 Reaty o complele

Add a Stand-by Server For Disasier Recoveny

1) Select public IP address.

Select a datacenter and host for the vitual maching

19

F]

w [ Datacentert
[ 192.188.0.141

Selecting a Host

The Vil will be created with avual
maching name based on the virtual
machine name of a virlual Primary or
the host name of 3 physical Primary
and thi $uffix (DR}

i you have selected to move the VM to
e remole Sité, it will bi created on
ihis host, but will be powered.off.

Figure 42: Select Host step

The Select Storage step is displayed.
6. Select the storage location for the virtual machine. Click Next.

1) Select public IP address
2) Select channel IP addresses

) Configure helper Vid (optional)
7) Ready o complete

Add a Stand-by Server For Disaster Recovery

Selact a storage lecation for the vidual machine

| <&

3) Belect clone pe
4) Select host (opticnal) Dratasiore Free Space (GE)
lorage (oplional) datastorel 2608.73

Selecting a Datastore

Seledt a datasione on which ko locate
the virtlual machine.

I you have selecied to move the VM,
this will be the temporary location
Trom which you will maswe the VDK
fibes.

Figure 43: Select Storage step

Note: The option to Configure helper VM (optional) is not available if Engine is deployed on a

Windows based server.
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7. Review the information on the Ready to Complete step and if accurate, click Finish to create the

Secondary server.

Add a Stand-by Server For Disaster Recovery

1) Seled public IF address

2) Select channel IP addresses
3) Select clone type

4) Select host (oplional)

§) Select slorage (oplional)

6) Configure helpes VM (optional)

Primary server

Cloning mechanism
Secondary Datacenter
Secondary Host
Secondary Datastore

Fublic IF addresses

Gateway
Preferred DMS server

Primary channel IP address
Subnel mask
Secondary channel IP address

Subnel mask

NFCES1E
ALRDT AUC
Datacenteri
182 1680.141
datastared
192.168.0.15
18216801
19216802

10.0.05
265,265.255.0
10016
265.255.255.0

Ready to complete

The DR VM will be cloned o the specified
lecation.

Cloning may take some ime, depending on
wolume of data and availlable bandwidth.

It you have selected to move the VM, once
the cloning has compléted, copy the VMDK
Tibes 10 e remols Site, and power-on the
M.

Otherwise, once e cloning has completed,
the servers will bagin replicating automatically.

Figure 44: Ready to Complete step

Manage
The Manage drop-down provides key management abilities such as to Discover Protected Servers,

Add a Protected Server, Remove the Selected Server, and Download the Advanced Management

Client.

Discover Protected Servers

Neverfail Continuity Engine Management Service provides the ability to perform discovery to identify

all Neverfail Engine Clusters.

Procedure

To discover protected servers:

1. From the Management > Manage drop-down pane, click Discover Protected Servers.

The Discover Server dialog is displayed.

Neverfail
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5.

Discover Protected Servers |
|

Enter a range of IP addresses in which 1o search
Begin [192.168.1.1 |
End 192.168.1.254

Port Bumbes arer

Enter the credentials for connecting to the senvers

Domain accounis showd use he syntir usernamedomin, depending on the DC confguration the demaln may need fo be the NETEICS domaln,

Usarmname Adrmanistraion
Passward
| search | [ 50%

Serm ) |

0 servers found

Cancel

Figure 45: Discover Protected Servers dialog

Identify the IP address range to search by adding a beginning and ending IP address in the Begin
and End fields.

Neverfail recommends leaving the Port Number field with the default port unless the default port
is in use by another application and a custom port has been configured.

Add a username and password used to connect to Neverfail Engine in the Username and Password
fields.

Note: If the username is a domain account, use the following format: username@domain.xxx

Click Search to run Neverfail Engine server discovery.

The Neverfail Continuity Engine Management Service displays all Neverfail Continuity Engine
clusters discovered. Discovered items will be added automatically to the Protected Servers pane
in the background.

Click OK or Cancel to dismiss the Discover Protected Servers dialog.

Add a Protected Server

Procedure

To add a protected server:

1.

Neverfail Continuity Engine Management Service allows you to add individual protected servers
which may be part of a cluster. Click Add a Protected Server in the Management >Manage
drop-down pane to add a server.

The Add Server dialog is displayed.
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Add Server

Add a protected server to be managed

Enter the hostname (or Public IP address) and port number

Host [192.168.0.5

Port Mumber |gj.'2?

Enter the credentials for connecting to the server
Domain accounts should use the syntax username@domain

Username |Administrator

Password  — |

[ ok || cancel

Figure 46: Add Server dialog

2. Enter the hostname or IP address of server to be added in the Host field.
Neverfail Continuity Engine Management Service recommends leaving the Port Number field with
the default port unless the default port is in use by another application and a custom port has been
configured.

3. Add a username and password used to connect to Neverfail Engine in the Username and Password
fields.

Note: If the username is a domain account, use the following format: username@domain.xxx.

4. Click OK to add the Neverfail cluster.
The Neverfail Continuity Engine Management Service adds the Neverfail Engine cluster to the
Protected Servers pane of the Neverfail Continuity Engine Management Service Summary page.

Remove the Selected Server
The Neverfail Continuity Engine Management Service provides the ability to remove specific Neverfail
servers from the Neverfail Continuity Engine Management Service Protected Servers pane.

Procedure
To remove the selected server:

1. Select the server to be removed from Protected Servers pane of the Neverfail Continuity Engine
Management Service.

2. Select Remove the Selected Server in the Management >Manage drop-down pane.
The Remove Server dialog is displayed.

Remove Server

Are you sure you want to stop managing the
selected server from Meverfail CE Management
Service?

OK || Cancel |

Figure 47: Remove Server dialog
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You are prompted to verify that you want to remove the selected server from management by the
Neverfail Continuity Engine Management Service.

3. Click OK.
The intended Neverfail Engine server is removed from the Neverfail Continuity Engine Management
Service Protected Servers pane.

Download the Advanced Management Client

The Download the Advanced Management Client feature is used to download the Advanced
Management Client (Client Tools) to a workstation or server for remote management of Neverfail
Engine.

Procedure

To download the Advanced Management Client:

1. Select the Download Advanced Management Client feature.

v Management
B’ Deploy »
@ Manage » m Discover protected servers...
(] Integrate > | gl Add a protected server...

A9 License » [ Remove the selected server..
—

@} Download the Advanced Management Client..,

Figure 48: Download Advanced Management Client

2. Select a target location for the downloaded file using the dialog navigation features.
3. Click Save.

Integrate
Neverfail Continuity Engine Management Service allows you to easily integrate some VMware vCenter
functionality directly from the Neverfail Continuity Engine Management Service user interface.

Log in to VMware vSphere Client
Neverfail Continuity Engine Management Service provides the ability to log in to the VMware vSphere
Client directly from Neverfail Continuity Engine Management Service to manage VMware resources.

Procedure
To log in to VMware vSphere Client:

» Using the Neverfail Continuity Engine Management Service user interface, select Log in to VMware
vSphere Client.
A browser is launched providing access to the VMware vSphere Client.
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VMware vSphere

Welcome

Ge‘tting Started For Administrators

If you need to access vSphere remotely, use the following program
to install vSphere Client software. After running the installer, start
the client and log in to this host.

vSphere Web Client

vSphere Web Client allows you to manage
virtual machines and view your virtual

+ Download vSphere Client infrastructure through a web browser.

. , s Log in to vSphere Web Client
If you need more help, please refer to our documentation library: “

Web-Based Datastore Browser

# ySphere Documentation
P Use your web browser to find and download

files (for example, virtual machine and

virtual disk files).

# Browse datastores in the vSphere
inventory

For Developers

vSphere Web Services SDK

Learn about our latest SDKs, Toolkits, and
APIs for managing VMware ESX, ESXi, and
VMware vCenter. Get sample code,
reference documentation, participate in our
Forum Discussions, and view our latest
Sessions and Webinars.,

& Learn more about the Web Services SDK
s Browse objects managed by vSphere

Figure 49: VMware vSphere

Create VMware SRM Plan Step for Selected Server

This feature works to extend capabilities of VMware's Site Recovery Manager (SRM). While SRM
provides the ability to failover virtual servers to a secondary site, this feature integrates Neverfail Engine
physical or virtual servers into the failover process as a natural step in the SRM Site Recovery Plan
executed by SRM. It works by allowing the administrator to create an SRM Step that can be added to
the SRM Site Recovery Plan thereby allowing servers protected by Neverfail Engine to participate in
failover of servers protected by Site Recovery Manager.

Prerequisites

* The Neverfail Neverfail Continuity Engine Management Service installed on vCenter Server in the
Recovery and Protected Sites

» Microsoft PowerShell 2.0 installed on all SRM servers that will run command files, for example the
SRM Servers in the Recovery and Protected sites

» The PowerShell Execution Policy must be set to RemoteSigned on all SRM Servers, use the
following PowerShell command:

PS C.\> Set-ExecutionPolicy RenoteSigned

1. Launch the Neverfail Continuity Engine Management Service user interface.
2. Select a Neverfail Engine server in the left pane to be added to the SRM Site Recovery Plan.

Important: If the server is a member of a cluster, then select the server from the cluster which
is to switchover first. All members of a cluster will switchover when a single member server receives
the switchover command.
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3. Click the Management > Integrate > Create VMware SRM Plan Step for Selected Server button.

The Create a Plan Step for VMware vCenter Site Recovery Manager dialog is displayed.

| Create a Plan Step for Vihware vCenter Site Recovery Manager

Create a scripl (o initiate a switch-over of NFVS.abod local as partof an SRM recovery plan

| Reguires Fowershell V2 on the SRM 2enver and parmmizsion o powershell sonpls to run Jocally Without Sigmng, For senvers which ang members
of Business Application Groups, &l members of a group will faifover or swfchover iopether. If is recommended (o add only ihe First fo swich’
server ofa group [0 ihe SRM plar

G Aumentication Woken generaled for switdh-0ver of NFYE. abod local

11 Choose which server the scriptwill make active. This depends on which server is located on the site for which you are creating a plan. In
order b make thie Server active on either site, you will require two Scipts - one for each option.

() Make Primary server active (#) Make Secondary (or Tertiary) server active

2) IWyou want the plan to wail for the server to become active, enfer the number of seconds. Otherwise, enter .

PABKETIAT T L VeBit: [g

3) Enter alternate IP addresses by which the SFRIA server can reach the server when passive. Mulliples are separated by commas

Aiternate |P addresses: 192.168.0.25

4] Wyou want to kog script output fo a Sle on the SRM server, enter the path here otherwise leave Blank. Recommended for SRM 5.0
Log file for command: [cant_srm_tog ta

g) The sdipt showld be saved and copied o e SREM Serder on e Same Site as the $ensr being made active. For SRM 5.0, the schipls must
haee identical names and localions on each SRM server, Use the Save As. button bo s&ve [tas a balch file.

[ Save as...

6) Paste this command inle the recoverny plan in the SRM cient, enswing it malches whera you have placed the scnipt on the SRM senver.

ciwindows\system3 Zicmd.exe o cainf_make_active_NFV8.abcd localbat

[ ciose

Figure 50: Create SRM Plan Step

Select the server to be controlled by the SRM Plan. This depends on which server is located at the
site for which you are creating a plan. To make the server active on either site, you will require two
scripts - one for each option.

Note: If the SRM Plan Step is being created on the site where the Primary server is located,
select Make Primary Server Active. If the SRM Plan Step is being created on the site where the
Secondary server is located, select Make Secondary server active.

If you want the SRM plan to wait for the Neverfail Engine server to switchover and become active
before the plan continues with the next step, enter the number of seconds to wait in the Maximum
time to wait field.

Note: If the Maximum time to wait is set to zero, execution of the SRM Plan will continue without
waiting for the Neverfail Engine server to become active.

. Alternate IP addresses are configured on each server in the Neverfail pair so that SRM can switch

the servers even when the Protected Site cannot be contacted, for example in times of disaster.
Enter the Alternate IP address that will be used by SRM to contact the Neverfail Engine server in
the Alternate IP addresses field, separate multiple IP addresses with a comma.

These IP addresses are typically added to the servers as Management IP Addresses.

If you want to log the script output to a file on the SRM server, enter a path in the Log file for
command: field (recommended for SRM 5.0), otherwise, leave the field blank.

Generate two scripts using the SRMXtender Plug-in.

a) Generate one script with Make Primary Server Active selected.
b) Generate one script with Make Secondary Server Active selected.
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9. The scripts should be saved as . bat files with each being saved to a file share on the SRM server
in the same site as the server being made active. Click the Save As button to save the script as a
. bat file.

Note: For SRM 5.0, the scripts must have identical names and locations on each SRM server.

10. Launch the VMware vSphere Web Client and connect to the Recovery vCenter Server.

11. Navigate to Home > Solutions and Applications > Site Recovery Manager and select the
intended Recovery Plan.

12. Select the Recovery Steps tab.

SHMuTerader
| Sy ebud Machines . [LEREG L Sl Hitiry . Permespong
—— .

(W A @
Fairenry Sogs | et | Touk Satet Pard. Cormpleted! Mo
W 1 Sebdome Protected Yrtusl Machres of Proteched Sihe “Sie Recowery for SR, Feceveny onfy
S0 2 Prepae Sonage

11 3. Suspendbion-mrcsl Vitusl Madnes

| 4. Message: Barooverreg Plassal 200 soreer

B [ Commard: YW Sirrshem i e o oo bt

T 6. Racower Hgh Frorty Virtual Madhne
=W 7. Rustower Normal Priorty Wtasl Madhares

8 & b Lo ey Wik Hadees T |
T 9, Rpgwer o Powee O Virtusl Machnes
T 10, Maiiage: Tast secorvnry compione. Passs varfy e sutoess of th bedt. When. .. el Tait oy
=8 10 Carap Vitusl Machines Post Test S Triteniiind aue f¢ ¢-irmbam bt = Ve ok
B 12 Besume Morroribeal Virboal Machires Tt oy
U 1) Reset Sorage Fost Test Tosk ooy
I

Figure 51: SRM Edit Command Step

13. Add a Command Step at the desired point in the Recovery Plan, for example before the Recover
High Priority Machines Step if the applications running on these servers depend upon the physical
server.

14. In the Add Command Step dialog enter:
C.\ W NDONB\ syst enB2\ cnd. exe /¢ <path_to _saved file>\<file_ nanme>. bat

Note: <path_ to_saved_fil e>is the path where you have copied the \ <fi | e_nane>. bat
file at step 10.

15. Click OK.

Note: Repeat the step creation process for each Neverfail pair that is to participate in the Site
Recovery Plan.

License

The Neverfail Continuity Engine Management Service user interface provides the ability to license
your Neverfail Continuity Engine cluster using a simple wizard.

Configure an Internet Proxy Server for Licensing

For organizations that use an Internet Proxy, the Configure Internet Proxy Settings dialog provides
the ability to configure settings for the proxy to allow Neverfail Engine licensing to successfully complete.
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Procedure

To configure for use with an internet proxy:

» Provide the hostname or IP address of the proxy, the port number, and if required account

credentials.

| Configure Internet Proxy Settings

An Intemet connection is required from Neverfail CE

Management Serdce when you are selecting licenses to apply.

If you require an Internet proxy, enter the details below.

[ Use & proxy server

HostHame or IF Address | 182 168.1.211

Port Number ‘eng1

[ Use the follawing credentials:

Pazsword |

[ OK | Gancel

Figure 52: Configure Internet Proxy Settings

License the Selected Server

Licensing is performed via the Neverfail Continuity Engine Management Service.

To license Neverfail Engine:

Note: Automated licensing of Neverfail Engine requires use of the internet. If your organization uses
an internet proxy, configure proxy information in the Management -> License > Configure an Internet

proxy server for licensing dialog.

1. To add a license for Neverfail Engine, navigate to the Management drop-down and click on License

> License the Selected Server.
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Apply License

1) Enter extranet credentials

(=) Apply a license from your Nevertail aceount {requires Internet connection)
2) Select license
Enfur the email address you use for your Newerfail acoount
3) Readyio apply Ncense
g il
£ Apply license engine@acme. com | [ Remermber email asdress

Enler the password

() Manually enter a license key

Licensing Engine on NFCE&1B (Signature: 4ZKS4FG3)
Thiank you for your interest i you have not already purchased a license, please contact Neverfzil
If you have puichaged 3 license, please provide your credentials 1o access your Heenses.

Praxy sefings can be configured il a dinect Inteémet connection is ot available 1o Nevedail CE Management
Senice. See Management-Licanse, .

I yoar hiave o Internel connection or need 1o resel your extranel password, please contact Meverfall support
or email suppom@nevertail com.

Contact Neverfail suppor

Cancel

Figure 53: Apply License page

2. Ifthere is an Internet connection from the Neverfail Continuity Engine Management Service, select
Apply a License from your Neverfail account, enter your Neverfail credentials, press Next and
continue from step 4.

3.

If there is no Internet connection from the Neverfail Continuity Engine Management Service, you
can obtain a license key from Neverfail. Select Manually enter a license key, enter the key and
press Apply. If the key is successfully applied, click Finish, otherwise review the error message.

Apply License

1) Enler exiranei credeniials

Iy @ license from your Neveral account (requires Inemel connection]
2) Selectiicense © #oply ¥ ireq )

3) Ready to apply license
4] Apply hcenze

@ Manually &t 3 licens kiy
|

| [_zoct |

Licensing Engine on NFCEB1E (Signature: 4ZKS4FG3)
Thank you for your interest. If you have not already purchased a Bcense, please contact Neverail,
Iy hives purchias éd a Boense, please provide your crodentials 10 JCCHES your licans &5

Proxy settings can be configured if a direct Internet connediion is not available to Neverail CE Management
Sendce. S0e Management=Licens k.

I you have no Intemet connection o need to reset your extranet passwaord, please contact Meverfail support
oF #rmail Suppon@neastail. com.

Contad Neverfail support

Figure 54: Manual License Entry
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4. In the Select License step, from the table of licenses, select the license to apply based on the
features required. Licenses already used for the selected cluster are shown as Applied. Click Next.

5. Review the Ready to Complete summary information and Click Next.
6. On the Apply License step, click Finish.

Summary
The Summary Page contains multiple panes that provide the current status of the server, the version
of the cluster, and details about licensing of the cluster.

The Neverfail Continuity Engine Management Service identifies the current active server and provides
the status of Replication, the Application State, the File System State, and the Client Network State
of servers in the cluster.

Neverial CE Management Senvice : £ 6| < 192168027 ¥ ‘in Logowt  Ackministraior Cient 6127971  (§
Protected Servers B2 WCERB | siaies | Ewens ] Sendees |_ Data JSnaucws Tasks |_ Rulgs J Semngs ] = r'.c:ansj Updsted: OZ4834PM 55
& NFCERIB

Status Summary Status
Marme NFCEBB

Primasy Sacondany Product Version VE (2397

License Status Wald (Servar signature: 4ZKS4FG3)

Active Sefver
Application Sate

L]
-]
L]
-]
Clién Hetwork @ o
-]
L]
-]
L]

Prirmary

Started - OK
Primary Status Replicaiing
Diata &n Primday Actreg
Sacondary Stabes Replicaiing

Diata on Secondary SynEhrontzed - Recoy Point (saconads) 0.0

Plan Executicn

Applcations and Matforms
FileSered & ok-oK
System Q O - 0K
wEphece nlegraion & ok-oK

Al |

Figure 55: Summary Page

Status
The Status pane provides a view of the currently selected server pair or trio.

The Status pane displays a graphic representation of the currently selected cluster and what the cluster
is doing. Additionally, it displays which of the servers are active, the status of replication, and the
direction of replication (for example in a pair, Primary to Secondary or Secondary to Primary).
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Primary Secondary

Figure 56: Status Pane

Summary Status
The Summary Status pane provides a status of all operations currently being performed on the server
cluster.

The Summary Status pane displays the status of replication, synchronization, the application and
network state, license status, and the installed version of Neverfail Engine.

Summary Status

Name MFVE.abedlocal

Product Version @ wvaozzrm

License Status @ Expiresin 20 days (Server signature; YDCLYR4E)
Active Server @ Primary

Application State @ Started - OK

Client Natwork @ ok

Primary Status @ Replicating

DataonPrimary @ Active

Secondary Status @ Replicating

Data on Secondary o Synchronized - Recovery Point (seconds): 0.0
Teriary Status @ Replicating

Data on Tertiary o Synchronized - Recovery Point (seconds): 0.0

Figure 57: Summary Status pane

Plan Execution
The Plan Execution pane displays plans being executed by Neverfail Engine.

Plans are sequences of actions required to perform functions such as switch-over or installing a new
plug-in. Plans can be executed in response to user action (such as Make Active) or automatically (such
as failover). The Plan Execution pane will display the progress of the plan as it is executed. Once the
plan is complete, it is removed from the Plan Execution pane.
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Making SECONDARY active

(V] Stop applications and stop application monita...

[»]

Q Stop passive server monitoring on the SECOM. .
""Stop replicating from PRIMARY to SECOMNDAR...
Stop replicating from SECOMNDARY to TERTIA. ..
Hide the PRIMARY server from the network
Hide the TERTIARY server from the network
Reveal the SECONDARY on the network

[]

Start replicating from PRIMARY to TERTIARY w...
Figure 58: Plan Execution pane

Applications and Platforms
The Applications and Platforms pane displays the currently installed protected applications and their
status. It also shows the health status of platforms such as the OS and hardware.

Applications and Platforms

FileSenver © ok-ok
System @ ok-oK
User Defined @ 0K Finished DMNSupdate (SECONDARYY in 47400ms with status Completed with exit cod

Figure 59: Applications and Platforms

Events

The events that Neverfail Engine logs are listed chronologically (by default) on the Events page, the
most recent event appears at the top of the list with older events sequentially below it.
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Hevertad CE Management Senice [ETTanl (% vooniew { 102168027 & Chent B.4.22971 (3

Protected Servers B WRCEBMB | suns [ Bweks | Serices | Dats [ Shacows | Tasis | Ruies | Semngs | [+ actions |  Updaled 025009PM gF
GNFCERIE
@ Qrphaned Files Chack Task Completed Tha Fed 08 140755 PST 2017 | PRILARY For mare informaiion please see h 4
& Orphaned Fees Chack Task Starled Thu Fed 09 140756 PST 2017 | PRILARY C]
110 items
Event:  Pian Execifion Completed
Imponance @ operational
Date Time: Thu Feb 09 14:07:54 PST 2017
Node: PRILARY
Detaik: Plan Tile: Conneding [SECOHDARY, PRIMARY]

Pian Progress: 100%

Success Hige the SECONDARY senver rom e network

Success Reveal the PRIUARY on ihe network

Succass Obtain configuralion Jata rom SECONDARY

Rueerss Lipdale configurasion data on SECONDARY

Buookss StaA mplicing rom PRILARY 1o SECONDARY with hull védily/s mchionitation

Buecess Stard passhed serer monianng on the SECONDARY

al T I
Figure 60: Events page
The events listed in the Event page show the time the event happened, its importance, the type of

event that triggered the log, and its detail. Since the detail in the data grid is truncated, the full detalil
of the entry can be found in the lower portion of the pane when an event is selected.

There are four categories of importance of events that Neverfail Engine is configured to log:

Icon Definition

These are critical errors within the underlying operation of Neverfail Engine and can be considered critical to the operation of
the system.

Warnings are generated where the system finds discrepancies within the Neverfail Engine operational environment that are not
deemed critical to the operation of the system.

System logs are generated following normal Neverfail Engine operations. Review these to verify the success of Neverfail Engine
processes such as file synchronization.

Information events are similar to system logs but reflect operations carried out within the graphical user interface rather than
operations carried out on the Neverfail Engine Server service itself such as logging on etc.

| 8| =2 @

Services
The status of all protected services is displayed on the Services page. The status shows both the
target and actual state for all servers in the cluster and the Failure Counts for each of the server.
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Nevertad CE Management Senice [ERTTTITTROSY (& vCenter. ¥ 1R Comurer: <, 182 168,027 w m Logout  Adminisair Cliont 6.1.22971 &)
Protected Servers BE WRCEBMB | suns | Ewnts [ Senices | Data [ Shacows | Tasis | Ruies [ semngs | [ = acions Updalea:  025432P00 g5
GWGE.‘E STvitE T Seatus [Primary) I Fails Primary) T SEatus | S oaadary | I Fails [ Sacond I States (Tertiary) T Fails (Terti

.' — L L L 1 L u
G sarver Running 0 Stoppad 0

® Senices depended-on by prolecied senices
* Senices depending on protected senices
* Zysten

* wEphere infegration

16 i
Service: Senver Asd Edt |
it | ||
Hame:  LANUANSERVER
Target state om Active; Running  Target state on Passive: Sloppad Criginal $1amup type: Automatic
Managed:  Yes Monitored:  Yes Allocate enbire application bme-cal: Hao
On first failure:  Recower Senace
On second fadure: Recower Serace
On third failure:  Recower Senace
2l I L

Figure 61: Applications: Services page

The target state of protected services can be specified for the active and passive server(s), and is
typically Running on the active and Stopped on the passive(s). Services are protected when they are
in a Running state in Engine Management Service or set to Automatic in Windows Services, and
otherwise are logged as unprotected. Services depending on protected services are managed (for
example, started and stopped) by Neverfail Engine but not monitored (for example, not restarted if
stopped by some external agency). Services upon which protected services depend are monitored
(for example, restarted if stopped) but not managed (for example, not stopped if protected applications
are stopped).

Add a Service
To protect a service that was not automatically added by Neverfail Engine during installation, the
service must be added through the Neverfail Continuity Engine Management Service and be in a
Running state.

Procedure
To add a service:

1. Select the Service tab and then click Add at the lower right of the pane.
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Add Service Protection

Service: | Schedula | -

Tangel s1ale on ACKVE SEIVer | Runiming |-

Target stale on Passie sever. | Slopped |-

[ Monitor that sendce is infarget state

[ Start and stop serdce when starling and stopping protected applications

Onfiestfaliure: | Log Waming |~

Cn second fallures | Recover Sence | x

Onthird failure: | RestartApplications 1=

O Canci

Figure 62: Add Service

. Select the service and set the Target State on Active server and Target State on Passive server

values. Normally, the Target State on Active server is set to Running and the Target State on
Passive server is set to Stopped. User defined services configured with a target state of Running
on both active and passive servers do not stop when Stop Applications is clicked.

To make Neverfail Engine monitor the state of the service, select the Monitor State check box. To
let Neverfail Engine manage the starting and stopping of the service, select the check box.
Neverfail Engine also lets you assign three sequential tasks to perform in the event of failure. Task
options include the following:

» Restart Applications — Restarts the protected application.

« Switchover — Initiates an automatic failover to the currently passive server.

* Recover Service — Restarts the service.

* Log Warning — Adds an entry to the logs.

« A User Defined task, created in the Tasks page, as a Rule Action task type.

« vSphere Integration\RestartVM — Cleanly shuts down and restarts the Windows OS on the target
VM.

» vSphere Integration\ TriggerMigrateVM — Depending on the parameters specified it can be
vMotion, enhanced vMotion or storage vMotion.

» vSphere Integration\ TriggerMigrateVMandRestartApplications — Same as TriggerMigrateVM
+ application restart.

» vSphere Integration\ TriggervSphereHaVmReset — Communicates with vCenter Server to reset
the virtual machine, but does so using the vSphere HA App Monitoring mechanism. This is
potentially more robust, but requires the VM to be on an vSphere HA cluster with Integrate with
vSphere HA Application Monitoring enabled in the VmAdaptor plug-in settings.

Note: Rule Action tasks are additional user defined tasks previously created by the user and
must be created on the active Neverfail Continuity Engine server

Assign a task to each of the three failure options and after all selections are made, click OK to
dismiss the dialog.

57



Administrator's Guide

Note: When dependent services are involved, actions to take on failure should match the protected
service.

If a service fails and the failure option is set to Restart Applications, all applications are restarted.

Edit a Service
To change the options of a protected service, select the service listed in the pane and perform the
following steps:

Procedure

Note: Only user defined services can be configured regarding the target state, Monitor State, and
Manage Starting and Stopping. The plug-in defined services cannot be edited in this sense. Only
their recovery actions can be edited.

1. Click the Edit button at the lower portion of the pane.

The Edit Service Protection dialog appears, which provides a subset of same options available
when a new service is added.

2. After making modifications, click OK to accept the changes.
i

Senvice:  Server (LAMMANSERVER) |

[ Edil Service Prolection

O first failure | Racovir Senice )

On secondfailure: | Restan Applications. [+]

Con third Tailune |ML¢hD‘-\er l'l

|!.| Allpcate antire applicalion me-oul when recovanng senice }

Figure 63: Edit Service Protection

3. To unprotect a User Defined service and stop monitoring the service, click on the Services tab.
Select the service and click Edit.

4. Clear the Start and stop service when starting and stopping protected applications check box, and
then click OK.

Configure Service Recovery Options for Protected Services
Neverfail Continuity Engine Management Service provides the ability to configure the Service Recovery
Options for services that are protected.

Procedure

1. Navigate to the Services page.
2. Click the Edit button.
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Select the action to take for the 1st, 2nd, and 3rd instance of failure. Click OK.

| eat service protecsen

Service:  Server (LAMMANSERVER)

on fiest failure: | Recaver Service [-] |

On second failure: | Restan Applications [-]

O Bhird fail ae lSwiI.chu'-nr ]'|

[ Allocate entire application ime-out when recovering senice |

Figure 64: Edit Service Protection

Remove a Service
To remove a service, select the service in the pane and perform the following steps:

Procedure

Note: Only user defined services can be removed. Plug-in defined services can not be removed.

» Select the user defined service to be removed and click Remove at the lower portion of the pane.
The user defined service is removed from the list of protected services.

Data
Neverfail Continuity Engine can protect many permutations or combinations of file structures on the
active server by the use of custom inclusion and exclusion filters configured by the administrator.

Note: The Neverfail Continuity Engine program folder holds the send and receive queues on the
active and passive servers, and therefore should be explicitly excluded from the set of protected files.

You can view replication status and manage data replication through the Data: Replication Queues.
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Nevertad CE Management Service & vConter: 1R Comurer: <, 182168027 ¥ m Logout  Adminisair Cliont 6.1.22971 &)
Protected Senvers BE WFCER1B [ Status | Evonis | Senices I Data Shadows: Tasks Rules | Semngs | |v Ad.lnn:.l Updaled 025517 PM ¥
GNFCERIE

Repication Queues Data Traftic VAN Data Comprassson

* Zend queues flotal size) 0 Bytes * Diata sent (hetal) 120.42 MB Compressed channel PRi o SEC
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Fimeer

¥ Inclusion

¥ FilaSaner
O CWSERS

G CUISERSUDMINISTRATORDESKTOPSHARE™

2 items
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Type: Indusion
Applcation:  FileSeraer
Fillen: CWSERSUDUINISTRATOR\DESKTOFESHARER
State: EMeiive
Datait:
4| T is

Figure 65: Data page

The Replication Queues pane — The statistics of the connection with regards to the data sent by either
server and the size of the active server’s send queue and passive server’s receive queue are displayed.

The Data Traffic pane — The Data Traffic displays the volume of data that has been transmitted across
the wire from the active server to the passive server.

The WAN Data Compression pane — Neverfail Continuity Engine offers WAN Compression as an
optional feature to assist in transferring data fast over a WAN. When included in your Neverfail Engine
license, WAN Compression can be configured through the Settings page. The Data page provides
a quickly accessible status on the current state of WAN operations, identifies the compressed channel,
and displays the amount of compression that is being applied currently and since the start.

Add Filters

Administrators can add filters to include additional files or folders in the protected set or to exclude a
subset of files or folders within the protected set.

Procedure
To add a user defined Inclusion Filter to add to the protected set, perform the following steps:
1. Click the Add button to open the Add Filter dialog.

Add Filter

M filters LIS BT VAT &A™ l

|_i Exchusion (must be within an incluskon filter)
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Figure 66: Add Filter
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2. Filters to protect user defined files and folders are defined by typing the complete path and pattern
or by specifying a pattern containing wildcards.

3. Click OK to accept the changes, or Cancel to dismiss the dialog without making any changes.
The two forms of wildcard available are *, which matches all files in the current folder or * * , which

matches all files, subfolders and the files in the subfolders of the current folder. After the filter is
defined, subsequent inclusion filters may be added.

Note: Neverfail Engine “vetoes” replication of a few specific files and folders such as the Neverfail
Engine installation directory or the Syst enB2 folder. If you create an inclusion filter that includes
any of these off-limits files or folders, the entire filter is vetoed, even if you have created an exclusion
filter to prevent replication of those files or folders.

Add an Exclusion Filter
Exclusion Filters are configured to create a subset of an Inclusion Filter to exclude data from protection.
The Exclusion Filter is created in the same way as the Inclusion Filter.

Procedure

1. Filters to exclude files and folders from protection and replication are defined by clicking Add button
on the Data page of the Neverfail Continuity Engine Management Service.

Add Fillter
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Figure 67: Add Exclusion Filter

2. Type the complete path and pattern or specify a pattern containing wildcards.

3. Click OK to accept the changes.
The two forms of wildcard available are *, which matches all files in the current folder, and * *,
which matches all files, subfolders and the files in the subfolders of the current folder.

Edit Filters
User defined Inclusion/Exclusion filters can be edited to enable/disable the filter using the Neverfail
Continuity Engine Management Service.

Procedure
To Edit a user defined Inclusion/Exclusion Filter:

1. Select the filter and click the Edit button located under the filters pane on the Data page.
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Figure 68: Edit Inclusion Filter

2. Edit the value in the New Filter text box by typing over the current file filter definition or select to
enable/disable the filter.

3. Click OK.
The file filter is changed and becomes active.

Note: Plug-in defined filters can only be edited to enable/disable the filter.

Remove Filters

Procedure

To Remove a user defined filter:

Note: Plug-in filters can not be removed.

» Toremove an Inclusion filter or Exclusion filter, select the filter in the Filter pane and click Remove.

Shadows

The Neverfail Continuity Engine Data Rollback Module (DRM) provides a way to rollback data to an
earlier point in time. This helps mitigate problems associated with corrupt data such as can result from
virus attacks. Before configuring or using any of the DRM features accessed through this page, Neverfall
recommends that you read and follow the steps described in the section immediately below, Best
Practices for Using Volume Shadow Copy Service & DRM.

Best Practices for Using Volume Shadow Copy Service & DRM

The Volume Shadow Copy Service (VSS) component of Windows 2008 and Windows 2012 takes
shadow copies and allows you to configure the location and upper limit of shadow copy storage.

1. To configure VSS, right-click on a volume in Windows Explorer, select Properties, and then select
the Shadow Copies tab.

Note: VSS is also used by the Shadow Copies of Shared Folders (SCSF) feature of Windows
2008, and consequently, some of the following recommendations are based on Microsoft™ Best
Practices for SCSF.

2. Decide which volume to use for storing Shadow Copies before using DRM because you must delete
any existing shadow copies before you can change the storage volume.
Neverfail recommends that a separate volume be allocated for storing shadow copies. Do not use
a volume to store both Neverfail Continuity Engine protected data and unprotected, regularly
updated data. For example: do not write backups of data (even temporarily) to a volume that contains
Neverfail Continuity Engine protected files, as that increases the space required for snapshots.

Neverfail



Neverfail

In accordance with the following guidelines from Microsoft:

Select a separate volume on another disk as the storage area for shadow copies. Select a storage
area on a volume that is not shadow copied. Using a separate volume on another disk provides
two advantages. First, it eliminates the possibility that high 1/0 load causes deletion of shadow
copies. Second, this configuration provides better performance.

Be sure to allocate enough space for the retained shadow copies.

This is dependent on the typical load for your application, such as the number and size of emails
received per day, or the number and size of transactions per day. The default is only 10% of the
shadowed volume size and should be increased. Ideally, you should dedicate an entire volume on
a separate disk to shadow storage.

Note: The schedule referred to in the Volume Properties > Shadow Copies > Settings dialog
is for Shadow Copies for Shared Folders. This is not used for DRM - the DRM schedule is
configured in the Rollback Configuration pane of the Advanced Management Client.

Configure the schedule to match your clients' working patterns. Considering both the required
granularity of data restoration, and the available storage.

DRM provides a means of flexibly scheduling the creation of new Shadow Copies, and the deletion
of older Shadow Copies. Adjust this to suit the working-patterns of your clients and applications.
For example, do clients tend to work 9am-5pm, Monday-Friday in a single time zone, or throughout
the day across multiple time zones? Avoid taking Shadow Copies during an application's
maintenance period, such as Exchange defragmentation, or a nightly backup.

In selecting how frequently to create new shadow copies, and how to prune older ones, you must
balance the advantages of fine-granularity of restorable points-in-time versus the available disk
space and the upper limit of 512 Shadow Copies across all shadowed volumes on the server.

Perform a trial-rollback.

After DRM is configured, Neverfail recommends that you perform a trial-rollback, to ensure that
you understand how the process works, and that it works correctly.

If you do not select the option Restart applications and replication, then you can rollback to Shadow
Copies on the passive server without losing the most recent data on the active server.

Start the application manually to verify that it can start successfully using the restored data.
Note the following:

* The application is stopped on the active during the period of the test.

» Following the restoration of data on the passive, it becomes active and visible to clients on the
network.

After the test is complete, shut down Neverfail Continuity Engine on both servers. Use the Server
Configuration Wizard to swap the active and passive roles, and then restart. This re-synchronizes
the application data from the active to the passive, and allows you to restart using the application
data as it was immediately before the rollback.

Monitor Neverfail Continuity Engine to identify any Shadow Copies that are discarded by VSS.

If DRM detects the deletion of any expected Shadow Copies, this is noted in the Neverfail Continuity
Engine Event Log.

This is an indication that VSS reached its limit of available space or number of Shadow Copies. If
many Shadow Copies are automatically discarded, consider adding more storage, or reconfiguring
your schedule to create and maintain fewer shadow copies.
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Configure Shadow Creation Options
These options set the frequency for shadow creation on the passive and active servers respectively.

Procedure

64

Note: No shadows are created when the system status is Out-of-sync or Not Replicating.

Create a shadow every:

This drop-down list controls how frequently a shadow copy is taken on the passive servers, the
default setting is every 30 minutes. When the shadow is actually taken is also controlled by Only
between the hours: and Only on the days:, if either of these are set then shadows are taken at the
frequency defined by this drop down list but only within the days/hours defined by them.

Create a shadow on the Active once per day at:

If the check box is cleared, then no shadows are automatically created on the active. If it is selected,
then a Shadow is taken each day at the time selected from the drop down list. The Shadow is taken
with “application co-operation”, which means that if the application protected by Neverfail Engine
is integrated with VSS, it is informed before the shadow is taken and given the opportunity to perform
whatever tidying up it is designed to do when a VSS Shadow is taken.

Note: Itis possible to select a time outside of the Only between the hours: range. This prevents
creation of the shadow.

Whether a shadow is actually taken is also controlled by Only between the hours: and Only on the
days:, if either of these are configured, then a shadow is taken only within the days/hours defined
by them. The following two options limit the number of shadows taken during periods when the
data is not changing.

Only between the hours:

If this check box is selected, then the range defined by the two drop down lists are applied to the
automatic creation of shadows on either on the passive server(s) (as controlled by Create a shadow
every:), or on the active server (as controlled by Create a shadow on the Active once per day at:).

For example, to limit shadow captures to night time hours, you can define a range of 20:00 to 06:00.
Only on the days:

When the check box is selected, the range defined by the two drop down lists is applied to the
automatic creation of shadows either on the passive server(s) (as controlled by Create a shadow
every:) or active server (as controlled by Create a shadow on the Active once per day at:).

For example, to limit shadow captures to weekend days, you can define a range of Saturday to
Sunday.

Note: The shadow copy information location is configurable. The default location ensures that
the information location includes a copy of the necessary file filters to be used in a rollback.
Neverfail recommends that the default setting be used for shadow copy information location.
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Figure 69: Shadow Creation Options

Configure the Shadow Copy Schedule

DRM can create and delete shadow copies automatically according to a configurable schedule. The
aim of the schedule is to provide a balance between providing a fine-granularity of rollback points-in-time
on the one hand, and conserving disk space and number of shadow copies on the other. To achieve
this balance, the available configuration options reflect the observation that recent events generally
are of more interest and value than older ones. For example, the default schedule maintains one
shadow from every day of the last week, and one shadow from every week of the last month.

Procedure

Neverfail Engine can be configured to automatically create shadow copies by performing the following

steps:
1. Navigate to the Shadows page and click Configure. The Configure Shadow Schedule dialog
appears.
Configure Shadows
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Figure 70: Configure Shadow Schedule

2. Select the Create and maintain shadows automatically check box.
The Create and maintain shadows automatically check box controls the automatic creation and
deletion of Shadow copies. When selected, automatic Shadow copies are created and deleted in
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accordance with other user configuration settings. When cleared, you can still manually create,
delete, and rollback shadow copies from the Shadow pane.

Note: Configure the schedule to suit your clients' working patterns; the required granularity of
data restoration, and the available storage.

3. Select the frequency and time periods for creating shadows. (See Configure Shadow Creation

Options, above.)

4. Select the shadows to keep or remove from earlier time periods. (See Configure Shadow Keep

Options.)

Note: The Volume Shadow Copy Service (VSS) component of Windows 2008/2012, may
automatically delete old shadows because of lack of disk space even when the Create and maintain
shadows automatically check box is not selected.

Configure Shadow Keep Options
The purpose of the following three options is to reduce the number of older shadows while preserving
a series, which spans the previous 35 days.

Procedure

Manually created shadows are not deleted automatically, but VSS deletes old shadows (whether
manually created or not) whenever it requires additional disk space for the creation of a new shadow.
When manually created shadows match the criteria for keeping a shadow from a particular time period,
automatic shadows in close proximity are deleted. For example, a manually created shadow is not
deleted, but can be used for the “keep algorithm”.

For earlier in the current day, keep shadows only at an interval of:

If the check box is selected, then only the first shadow is kept for each interval as defined by the
value (hours) selected from the drop-down list. Earlier in the current day means since Midnight and
older than an hour. The intervals are calculated from either at Midnight or if Only between the hours:
is selected, then from the start hour. For shadows taken before the start time (as the start time may
change), the interval is calculated backwards again starting at the start time.

For earlier days in the current week, keep only the shadow nearest:

If the check box is selected, then only the shadow nearest to the time (24 hour clock) selected from
the drop-down list is kept for each day. Earlier days in the current week means the previous seven
days not including today (as today is covered by the above option). A day is defined as Midnight
to Midnight.

If a shadow was taken at 5 minutes to midnight on the previous day it is not considered when
calculating the nearest.

For earlier weeks in the current month, keep only the shadows nearest:

If the check box is selected, then only the shadow nearest to the selected day is kept for each
week. Earlier weeks in the current month means the previous four weeks not including either today
or the previous 7 days (as they are covered by the above two options).

To calculate the “nearest”, an hour is required. The calculation attempts to use the selected time
from For earlier days in the current week, keep only the shadow nearest: if it is selected, otherwise
the Only between the hours start time is used if it is selected, finally, when neither of these options
are configured, Midnight is used.
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All automatic shadows taken more than 35 days ago are deleted. The intervening 35 days are
covered by the above three options.

Configure Shadows
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Figure 71: Shadow Keep Options

Manually Create Shadow Copies
Shadow Copies can be created manually using the steps below:

Procedure

* In the Shadow pane of the Shadows page, click Create (Primary), Create (Secondary) or if

present, Create (Tertiary).
A Shadow Copy is created on the selected node.
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Figure 72: Create Shadow Dialog
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Delete a Shadow Copy

Procedure

Should the need arise to delete shadow copies, follow the procedure below:

To delete a shadow copy, select it in the Shadow pane of the Shadows page. Click Delete.
The selected shadow copy is deleted.

Roll Back Protected Data to a Previous Shadow Copy
Should the need arise to roll data back to a previous point in time, perform the following:

Procedure
1. Go to the Shadow pane of the Shadows page and select an existing Shadow from the Primary,
Secondary, or Tertiary server list and click Rollback.
2. Adialog is presented allowing you to create a shadow immediately before the rollback, and select
whether to restart applications and replication after the rollback.
| -Hnllack o Shml;w: ;ECCIHDA!R’\"JI ThurehQE;ﬂ;ﬂﬁ PM
| & Create shadows betore reliback |
Ll Restast applications and replication after rollback
Pratected applications and replication will be stopped prior to rallback
You must close and application clients or management ulilities running locally
FOHOW‘II'ID ‘the roliback, the server on which it occured will be made active.
,; oK | L Gancel |
Figure 73: Rollback to Shadow dialog
Note: Electing to create a shadow before the rollback means that if you change your mind, you
can restore to the most recent data.
Choosing to restart applications and replication simplifies the restore procedure, but eliminates
the chance to examine the data before it is replicated to the other server.
3. Click OK.
A confirmation dialog is presented.
4, Click Yes.
Neverfail Engine stops the applications and replication, and then restores protected files and the
registry from the Shadow Copy. Neverfail Engine then sets the file and registry filters to those
persisted in the Shadow Copy. If the Shadow Copy is on a currently passive server, then this server
will become active after the rollback.
If the rollback fails, the reason for the failure is shown in the status display. This may be because
a particular file set of files or registry key cannot be accessed. For example, a file may be locked
because the application is inadvertently running on the server performing the rollback, or permissions
may prevent the SYSTEM account from updating. Rectify the problem and try performing the
rollback again.
5. If selected, applications and replication are restarted and the Cluster re-synchronizes with the

restored data.
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« If you selected not to restart applications and replication automatically, you can now start the
application manually. This allows you to check the restored data.

» If you decide to continue using the restored data, click Start on the Neverfail Engine System
Overview pane to re-synchronize using this data.

» If you decide you want to revert to the pre-rollback data, which is still on the other (now passive)
server, you can shut down Neverfail Engine, use the Configure Server Wizard to swap the
active and passive roles, and then restart. This re-synchronizes the servers with the pre-rollback
data.

As a result of the rollback, the file and registry filters are set to the configuration, which was in use
when the shadow copy was taken.

Tasks
Tasks are actions which are required for automated application management.

Task types are determined by when the tasks are run, and include the following:

Network Configuration — This is the first type of task run when applications are started, and is
intended to launch Dnscmd, DNSUpdate or other network tasks. Where multiple DNScmds are
required, these can be contained in a batch script, which is then launched by the task. Network
Configuration tasks are the only types of task that can vary between Primary, Secondary, and/or
Tertiary servers.

Periodic — These tasks are run at specific configurable intervals.

Pre/Post Start — These tasks are run before and after services are started on the active server.
Pre/Post Stop — These tasks are run before and after services are stopped on the active server.
Pre/Post Shadow — These tasks are run before and after a shadow copy is created on the active
server by the Data Rollback Module.

Rule Action — These tasks can be configured to run in response to a triggered rule, or when a
service fails its check.

Tasks can be defined and implemented by plug-ins or by the user, or they can be built-in tasks defined
by Neverfail Engine. User defined tasks are implemented as command lines, which can include
launching a batch script. Examples of built-in tasks include monitoring a protected service state on
the active and passive servers. An example of a plug-in-defined task is the discovery of protected data
and services for a particular application.

The Neverfail Continuity Engine Management Service Tasks page provides a list of tasks and associated
status information, as well as features to quickly manage tasks.
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Figure 74: Tasks page

Run Now

When manually starting a task, you have the option to wait for a designated period or event to occur
before launching the task, or to launch the task immediately. To launch a task immediately, select the
task from the list and perform the following step:

Select an existing task and click Run Now at the lower right of the pane.

The task runs. You can watch the Status column of the Task list for messages as the task runs to
completion.

Add Task

Tasks can be added from the Tasks page of the Neverfail Continuity Engine Management Service.
To add a User Defined task:

1. Click Add at the lower right of the pane. The Add Task dialog appears.
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Figure 75: Add Task

Type a Name for the task into the text box.

Select the Task Type from the drop-down list. Task types include: Network Configuration, Periodic,
Pre/Post Start, Pre/Post Stop, Pre/Post Shadow, and Rule Action.

Select the identity of the server the task Runs On (Primary, Secondary, or Tertiary).

Note: This is required only for Network Configuration tasks.

In the Command text box, type in the path or browse to the script, . bat file, or command for the
task to perform.

Note: When the Command entry requires specific user credentials, you must select that user
from the Run As drop-down list.

6. Select from the options presented in the Run As drop-down list (typically includes local and
administrator accounts).

7. Click OK to add the task, or Cancel to exit the dialog without adding the task.

Edit Task

You can edit the interval, a command, or disable an existing task. To edit a task:

1.

Click Edit at the lower right of the pane. The Edit Task dialog appears. The parameters available
to edit vary according to the task type.

Neverfail
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Figure 76: Edit Task

2. After completing edits of the task, click OK to accept the settings and dismiss the dialog.

Remove Task

Note: Only user defined tasks can be removed. Plug-in task removal will be vetoed.

To remove a task, select the task from the list and perform the following steps:

1. Select an existing task click Remove at the lower right of the pane. A confirmation message appears.
2. Click Yes to remove the task, or click No to close the message without removing the task.

Rules

Rules are implemented by plug-ins (there are no user-defined rules). Rules can be either timed (they
must evaluate as true continuously for the specified duration to trigger) or latched (they trigger as soon
as they evaluate to true). Rules can be configured with rule actions, which are the tasks to perform
when the rule triggers.

Rules use the following control and decision criteria for evaluation:

* Name: (the name of the rule).

« Enabled: (whether the rule is enabled or not).

« Condition: (the condition being evaluated).

» Status: (the current status of the rule being evaluation)

» Triggered: (the condition fails to meet configured parameters resulting in initiation of a duration
count)

» Triggered Count: (a count of the number of times the rule has failed)

» Duration: (the length of time the condition exists before triggering the failure action).

* Interval: (the length of time between failure actions).

» First Failure: (action to take upon first failure) The default is set to Log Warning.

« Second Failure: (action to take upon second failure) The default is set to Log Warning.

» Third Failure: (action to take upon third failure) The default is set to Log Warning.
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Figure 77: Rules page

Check a Rule Condition

To check a rule condition, select the rule in the Rules page and click Check Now on the lower right
portion of the page.

Neverfail Engine immediately checks the rule conditions of the current configuration against the
attributes of the system and application.
Edit a Rule

Rules are implemented by plug-ins and cannot be created by users. Each plug-in contains a default
set of rules with options that may be modified by the user.

To Edit a rule:

1. To edit a rule, select the rule in the Rules list.
2. Click Edit at the lower right of the page.

The Edit Rule dialog appears.
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Figure 78: Edit Rule dialog

Use this dialog to Enable or Disable a Rule, set the specific options for the Rule, and to assign
tasks to perform On First Failure, On Second Failure, and On Third Failure. The following tasks
can be assigned in the event of a failure:

Recover Service — Restarts the service.

Restart Applications — Restarts the protected application.

Log Warning — Adds an entry to the logs.

Switchover — Initiates a switchover to the currently passive server.

Rule Action — Executes the command or script previously defined as a Rule Action task.

If the installed servers are in a virtual to virtual configuration, the following additional tasks are
available as a result of the vSphere Integration Plug-in.

vSphere Integration\RestartVM — Cleanly shuts down and restarts the Windows OS on the
target VM

vSphere Integration\ TriggerMigrateVM — Depending on the parameters specified it can be
vMotion, enhanced vMotion or storage vMotion

vSphere Integration\TriggerMigrateVMandRestartApplication — Same as TriggerMigrateVM
+ application restart

vSphere Integration\ TriggervSphereHaVmReset — Hard Reset of the VM implemented by
integration with VMware HA

Note: This option requires vSphere HA Application monitoring for the cluster and VM.

3. When all options are selected, click OK to accept changes and dismiss the dialog.

Settings
The Settings page contains features to configure Plug-ins, Alerts, Email, WAN Compression and
Replication Queue settings.
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Figure 79: Settings page

Configure Plug-ins

The Neverfail Continuity Engine Management Service allows you to edit the configuration of user

installed plug-ins.

To edit an existing plug-in, select Plug-ins in the left pane and then select the intended Plug-in from
the Plug-ins list and perform the following steps:

1. Click the Edit button on the right side of the Plug-in Detail pane. The Edit Plug-in dialog appears.

Edit Plugin
Kam: FilgSonwmr
Condiion Probect quotas i}
Foree elesure of open shared files on swichover. [ Srow details o apen Sles at swichover [
Force closure of open se55ions on swichowr [ Show datails of sessions 3t switchover [
ok ]
a] [ I

Figure 80: Edit Plug-in dialog

Note: Configuration options are specific to each plug-in and must be reviewed before making

modifications.
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2.

Click OK to save the changes to the plug-in configuration, or click Cancel to close the dialog without
making any changes.

Alert Settings

The Settings page lets you configure the Neverfail Engine server to send predefined alerts to remote
Neverfail Engine administrators via email. The process for adding recipients is the same for all three
trigger levels.

1.

Select the type of alert (Red, Yellow, and Green) in the left pane resulting in the Alert Settings pane
displaying for the selected alert.

. Click the Edit button in the upper right portion of the Alert Settings pane.

Edit Red Alert Settings

Send Mall # |
() Always
O onee
() Once Par

Mall Recipients | admingacmie. bal

Mail Subject Hewertail Continuity Engine Red Alert from S{EventHostMame} (${EventHostd])
F{EventMamal

Mall Content Hevertail Conlinuity Enging Red Alert S{Eventiame). This happenad at &
SHEventTime) on the S{EveniHostid} ${EventHostName] while v

Run Command [

ok | [ cancel |

Figure 81: Alert Settings

Select the Send mail check box.

Select how many times to send the email (Always, Once, or Once per [user configurable time
period]).

Enter a recipient’s fully qualified email address into the Mail Recipients text box. Add additional
recipients separated by a semi-colon.

Repeat step 4 to until all recipients have been added.

. The Subject and Content of the alert emails for all three alerts can be adjusted to suit the

environment. Neverfail recommends using the pre-configured content and adding customized
content as needed.

Note: When Send mail is selected, there are three alternatives:

Always — this will always send an email if this alert type is triggered.

Once - this will send an email once for each triggered alert. An email will not be sent again for
the same triggered alert, until Neverfail Engine is re-started.

Once per — within the time period selected, an email will only be sent once for the same triggered
alert, subsequent emails for that trigger will be suppressed. Once the time period has expired, an
email will be sent if the same alert is triggered.
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Using WScript to Issue Alert Notifications

An alternative way of issuing naotifications for alerts is to run a command by selecting the Run Command
check box under the relevant alert tab and typing a command into the associated text box. This
command can be a script or a command line argument to run on the alert trigger and requires manual
entry of the path to the script or command.

The pre-configured WScript command creates an event in the Application Event Log and can be
customized to include the Neverfail Engine specific informational variables listed in the following table.

Table 2: Neverfail Engine Variables

Variables Values

$EventHostID Host ID

$EventHostName Host name

$EventHostRole Role of the host at the time of the event
$Eventld ID of event as listed above
$EventName Human-readable name of event
$EventDetail Detail message for event

$EventTime Time at which event occurred

For example, the following command line argument creates an event in the Application Event Log that
includes the machine that caused the alert, the time the alert happened, the name and details of the
alert:

Wscript //T:10 $(installdir)\bin\alert.vbs "Neverfail Continuity Engine
alert on $Event Host at $Event Ti ne because $Event Nane ($EventDetail). Event
Idis $Eventld"

After the alert recipients and/or actions to run are defined, click OK to save the changes and enforce
the defined notification rules or click Cancel to close the dialog without making any changes.

Alert Triggers

Select Alert Triggers under Alerts in the left pane of the Settings page to view the currently configured
alert triggers.

There are three alert states that can be configured: Red alerts, which are critical alerts, Yellow alerts,
which are less serious, and Green alerts which are informational in nature and can be used for
notification of status changes (for example, a service that was previously stopped now is started). The
alerts are preconfigured with the recommended alerting levels.

To modify the current configuration, click the Edit button in the upper left portion of the Alert Triggers
pane. Each alert can be re-configured to trigger as a red, yellow, or green alert or no alert by selecting
or clearing the appropriate check boxes. After the alert trigger levels are defined, click OK to save the
configuration.
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Figure 82: Edit Alert Triggers

Email Settings

Neverfail Engine can alert the administrator or other personnel and route logs via email when an Alert
condition exists. To configure this capability, in the Settings page, select Email in the left pane and
click the Edit button in the upper right of the Email Settings pane.

Edit Email Settings

Cutgaing Mail Senver for Primarny Senves amipl.acme com
Outgoing Mail Senver for Secondary Senver  smilp2 acme.com

Send Mail As engine@acme com
Mail Server Requires Authentication =
Usermnmame adminisirator
Password ——

ok | [ cance ]

Figure 83: Email Settings

In the Edit Email Settings dialog, enter the Outgoing mail server (SMTP) of each server in the Cluster.
Enter the mail server name using its fully qualified domain name. Next, configure the default Send
Mail as email address. This can be customized but the email address used must be an email account

authorized to send mail through the SMTP server.
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Note: Where Neverfail Engine is protecting an Exchange Server, it is not recommended to configure
the alerts to use the protected Exchange server and is advisable if at all possible to use a different
Exchange server somewhere else within the organization.

Where SMTP servers require authentication to accept and forward SMTP messages, select the Malil
Server requires authentication check box and specify the credentials for an appropriate authenticated
user account. Click OK to save the changes or click Cancel to close the dialog without making any
changes.

After the trigger levels are configured and the email server defined in the Settings page Edit Email
Settings dialog, configure the recipients of email alerts in the Alert Settings dialog. Email alerts for
Red, Yellow, and Green alert triggers can be sent to the same recipient, or configured separately to
be sent to different recipients depending on the level of alert.

Wan Compression

The WAN Compression feature allows the administrator to select from the following drop-down options:

Note: Enabled compression type — Auto — is the recommended setting.

» Enabled compression type — Auto . Neverfail Engine selects the level of WAN compression based
upon current configuration without user intervention.

» Advanced — Neverfail Engine uses the WAN Deduplication feature in addition to compression to
remove redundant data before transmitting across the WAN thereby increasing critical data
throughput.

» Standard — Neverfail Engine uses compression on data before it is sent across the WAN to improve
WAN data throughput speed.

« None — Selected when deployed in a LAN or where WAN Compression is not required.

When Neverfail Engine is deployed for Disaster Recovery (in a WAN), WAN Compression is by default
configured to Auto. Neverfail recommends that this setting not be changed unless specifically instructed
to do so by Neverfail Support.

Edit WAN Compression Settings

Compression bype Auto [ |

Select non-cetault location for WaM compression 10gs I_

Compression Configuration

Specily the WAN compression type and data location, or allow them to be configured aulomatically

QK Cancil

Figure 84: Edit WAN Compression dialog
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Figure 85: WAN Compression page

Replication Queue Settings
The Settings page displays the size of the replication queues configured on each server in the cluster.
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Figure 86: Configured Queue Size

The Edit Replication Queue Settings dialog allows you to configure the maximum disk space per server
for the Send and Receive queues on each server.

To configure the maximum disk space to be used for the Send and Receive queues:
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1. Click the Edit button.
2. Enter the maximum disk space to reserve for the Send and Receive queue.
3. Click OK.

| Edit Replication Queua Settings

Maximum disk space per server for send and receive queues (GB) |10

Replication Queue Configuration

Maximum space on disk that will be used for the send and receive quaues.

OK [ cancal |

Figure 87: Edit Replication Queue Settings dialog

Actions
The Actions drop-down pane provides the ability to Control Neverfail Engine using the Neverfail
Continuity Engine Management Service.

The Neverfail Continuity Engine Management Service allows administrators to manage Neverfail
Engine clusters similar to the Neverfail Advanced Management Client. The Neverfail Continuity Engine
Management Service provides the ability to perform the main operations, comprising a Switchover,
Start/Stop Replication, Start/Stop Applications, Create Shadows, Check file and registry system, and
Startup/Shutdown of Neverfail Engine.
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Figure 88: Actions drop-down pane

Perform a Switchover

» To make the Primary server of the Neverfail cluster active, click the Make Primary Server Active
button. The Make Primary Server Active dialog asks you to verify that you want to make the
Primary server active. Click OK to make the Primary Server Active.

» To make the Secondary server of the Neverfail cluster active, click the Make Secondary Server
Active button. The Make Secondary Server Active dialog asks you to verify that you want to
make the Secondary server active. Click OK to make the Secondary Server Active.

» To make the Tertiary server of the Neverfalil cluster active, click the Make Tertiary Server Active
button. The Make Tertiary Server Active dialog asks you to verify that you want to make the
Tertiary server active. Click OK to make the Tertiary Server Active.

Start Replication

When replication is stopped, click the Start Replication to initiate replication between the servers.
Neverfail Engine responds by starting replication between the configured servers.

Stop Replication

To stop replication, click the Stop Replication button. The Stop Replication dialog asks you to verify
that you want to stop replication. Click OK to stop replication.

‘ Stop Replication

Are you sure you want to Stop Replication?

ok [ concel |

Figure 89: Stop Replication

82

Neverfail



Start Applications

When protected applications are stopped, click the Start Applications to start the protected applications
once again.

Stop Applications

To stop protected applications, click the Stop Applications button. The Stop Applications dialog
asks you to verify that you want to stop protected applications. Click OK to stop replication.

Clear Application Health

To reset the health status displayed in the Summary pane, click the Clear Application Health button.
The health status is reset to green.

Create Shadows

To manually create a shadow copy on a designated node, navigate to Actions > Create Shadows
and then select the designated node, Create (Primary), Create (Secondary) or if present, Create
(Tertiary).

Check File System, Registry System, or Check for Orphaned Files

To manually check the files system, registry, or for orphaned files, navigate to Actions drop-down and
select the system to check and then select the designated node, for example Check Primary file
system, Check Secondary file system or if present, Check Tertiary file system.

Startup Service

Neverfail Engine can be started by logging on to the Neverfail Continuity Engine Management Service
and selecting Startup Service from the Actions drop-down. The Startup Options dialog is displayed.
Select one or more servers in the Neverfail cluster to start. Click OK to start Neverfail Engine on the
selected servers in the cluster.

| Startup the Engine Service

Selectthe servers where the senvice is to be stafted up
1 Frimary
L] secondary

L] Tertiary

[ ok ][ canca

Figure 90: Startup Services

Shutdown Service

To shutdown Neverfail Engine, click Shutdown Service from the Actions button. The Shutdown
Options dialog is displayed. Select one or more servers in the Neverfail cluster to shutdown. Click
OK to stop Neverfail Engine on the selected servers in the cluster.
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Figure 91: Shutdown

Managing Neverfail Continuity Engine Clusters

Neverfail Continuity Engine operates in Clusters of two or three servers with each Cluster administered
as a single entity using the Engine Management Service or Neverfail Advanced Management Client.
The Neverfail Advanced Management Client, which can be run from any server in the Cluster or
remotely from another machine in the same subnet, simplifies routine administration tasks for one or
more Clusters.

Note: The controlling workstation must have Engine Management Service or Neverfail Advanced
Management Client. The Advanced Client can be downloaded from Engine Management Service Ul.

Review the Status of Neverfail Continuity Engine Clusters and Groups

Procedure

» Click on the top level of the Neverfail Advanced Management Client Groups, to view a list of all
managed Clusters and a quick status of the protected applications, network, file system, and registry
settings for each Cluster. In the example below, two Clusters are identified and both are operating
as expected.

] Advanced Management Client [=To I
Filg Preferences Haelp
L% @ = +| @ B B 8 H
Sarvers | Saes | Groupa
it | Server Applicaions. Hebwork File System Regisiny |
@ ~Detsuii Group= lpcathost oK S oK & Smchignized &) Smcheoniged
@@ sharePoint v 182 168015 Dok Dok O smenionizeg & smecheonized
D fai
\-> Neverfail

Figure 92: Neverfail Engine Servers Overview page

The status hyperlinks in the overview page link to pages that provide more specific, related
information and management controls.

* Click:
Server To view the Server: Summary page
Applications To view the applications status on the Applications: Summary page
Network To view the network status on the Network Monitoring page
File System To view the File System status on the Data: Replication page
Registry To view the Registry status on the Data: Replication page
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Exit Neverfail Advanced Management Client

Procedure

1. Click Exit on the File menu.
The Confirm Exit message appears.

2. Click Yes to close the Neverfail Advanced Management Client window or No to dismiss the message
without exiting the Neverfail Advanced Management Client.

Shutdown Windows with Neverfail Continuity Engine Installed

Procedure

» Always stop Neverfail Engine before attempting to shut down Microsoft Windows. If an attempt is
made to shut down Windows without stopping Neverfail Engine, Neverfail Engine will not stop in
a graceful manner.

Controlled Shutdown

A Controlled Shutdown is a process where the Neverfail Engine service is able to delay a system
shutdown for a sufficient period to perform all of the necessary steps required to stop the applications
and replication in a synchronized state. The Controlled Shutdown is intended for situations where an
unattended planned shutdown of the server is necessary. When configured in the Neverfail Advanced
Management Client Data: Replication page, this feature allows Neverfail Engine to gracefully shutdown
in the absence of the administrator.

Procedure

Navigate to the Data: Replication page of the Neverfail Advanced Management Client.

Click the Configure button.

Select the Controlled Shutdown tab of the Replication Configuration dialog.

Select the servers on which to enable Controlled Shutdown.

Select the days and hours parameters under which the server(s) will perform Controlled Shutdown.
Configure the length of time for the server(s) to wait for the Controlled Shutdown.

ok wbdhPRE

Note: The ability to configure the length of time for the server(s) to wait for the Controlled Shutdown
is configurable on Windows Server 2008 and 2012 but is not configurable on Windows Server
2003.
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Figure 93: Controlled Shutdown

7. click OK.

Note: When the Fast Check process is enabled in addition to the Controlled Shutdown process,
Neverfail Engine can be scheduled to perform unattended restarts of the system while maintaining
synchronization of data. For more information about Fast Check, see Configure Fast Check.
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Chapter 3

Configuring Neverfail Continuity Engine

Topics:

» Configure Server Wizard

» Configure Machine Identity

» Configure Server Role

* Change the Client Connection Port

» Configure Channel IP Routing

» Configure the Default Channel Port

» Configure Low Bandwidth Optimization
» Configure Public IP Addressing

* Management IP Addressing

* Add/Remove a Neverfail Continuity Engine License Key
« Configure the Message Queue Logs

» Configure Maximum Disk Usage

Configure Server Wizard

The Neverfail Continuity Engine - Server Configuration Wizard (Configure Server Wizard) helps
you set up and maintain communications between Neverfail Engine servers. Configuration information
includes the IP address for the Neverfail Channel(s) and Public addresses on all servers in the Pair.
The identity of a server (Primary and Secondary) describes the physical hardware of the machine and
should not be confused with what the server is doing (the role).

Prerequisites

Prior to making changes using the Neverfail Engine Configure Server Wizard, you must stop Neverfail
Engine.

Procedure

» Once Neverfail Engine is stopped, navigate to Start > All Programs > Neverfail Engine >
Configure Server Wizard to launch the Configure Server Wizard.
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Server Configuration Wizard

This wizard allows you to configure basic aspects of Meverfail Engine operation:

# Machine - Which server is Primary and which is Active.

= Channel - IP addresses used by replication traffic between the servers,

= Fublic - IP addresses which clients communicate with the applicaticn on the active server. =
« Management - IP addresses which clients use to manage the servers

a License - The license keys for Neverfail Engine

# Logs - Location of files used to hold file and regisiry updates temporarily

These must be configured before the two servers can begin communicaling, and protecting
applications.

This wizard can be used when Neverfall Engine is not running, While it is running, you can monitor and
manage Newverfail Engine through the management user interface (right-click Newerfail tray icon, then
"Manage Server. ") This can be used both locally or from a remote client machine.

Navigation Hint
You can navigate through the configuration panels using the Next and Back buttons, or using tabs. We
sugqgest that initially, you use Next and Back to ensure that all aspects of configuration are completed. if

you need to alter the configuration later, you can bring up this wizard by clicking the Configure Server
_icon in the Neverfail Proaram Grouo (or by riaht-clicking on the Neverfail Enaine trav icon. then select ™~

[[Ansh ] [ concel ]

Figure 94: Configure Server Wizard - Introduction Tab

Configure Machine Identity

The identity of a server (Primary and Secondary) describes the physical hardware of the machine and
should not be confused with what the server is doing (the role).

Prerequisites
Prior to making changes using the Configure Server Wizard, you must stop Neverfail Engine.

Procedure

» To change the machine Identity, select the Machine tab of the Configure Server Wizard and
select the Physical Hardware Identity of the local machine and click Next or Finish.
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Figure 95: Configure Server Wizard - Machine Tab

Configure Server Role
The server's role describes what the server is currently doing.

Prerequisites

Before changing the Role of the local server to active, verify that no other server (including remote
servers) in the Cluster is active.

Procedure

» To change the Role of the server, select the Machine tab of the Configure Server Wizard and
specify which server in the Cluster is active. Click Next or Finish.

Change the Client Connection Port

The Client Connection Port specifies the port through which clients (such as the Engine Management
Service) connect to Neverfail Engine.

Procedure

« To change the Client Connection Port, select the Machine tab of the Configure Server Wizard
and type a new value in the text box. Click Next or Finish to accept changes.

Note: Do not change this port unless the default port (52267) is required by another application.
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Configure Channel IP Routing
Channel IP routing defines the IP addresses used to communicate between the local server (such as
the Primary) and the adjacent servers (such as the Secondary). Each link uses two addresses, one

for the local server and one for the remote server.

90

Procedure

» To add a channel after installing and configuring the NICs, select the Channel tab of the Configure
Server Wizard. Add the new IP addresses for the local server and the remote server to the Neverfall
Channel IP Routing table by clicking the Add Row icon. The drop-down list shows the IP addresses
available on the local server. Manual entry of the IP addresses for remote servers is required

E

Introduction | Machine | Chanre

Channel Routing

Chmmel routing defines the [P
addresses used to create a channel
link betwesn two servers. Each
channel lmk has a pair of
addresses, e.g. One for the
Primary and one for the
Secondary. In a trio there will be at
least one link between the Primary
and Secondary, Primary and
Tertiary, Secondary and Tertiary
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Figure 96: Configure Server Wizard - Channel IP Routing

» Additionally, you can specify a SkipAsSource policy for channel addresses to ensure that they are
not used for public traffic. SkipAsSource prevents an IP address from being selected by the operating
system as a source IP address for out-going network connections.

Never Skip — channel IP addresses will never have SkipAsSource set.
Always Skip — channel IP addresses will always have SkipAsSource set.
Skip when Active — channel IP addresses will have SkipAsSource set when the server is active

but not when passive.

Skip when Active and Public Subnet — channel IP addresses will have SkipAsSource set if the
server is active and the channel IP address is in the same subnet as a public IP address. When
the server is passive the SkipAsSource setting is removed from the channel IP addresses.

» To change the channel IP addresses, select and edit the entry in the table. Click Next or Finish to
accept changes.
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Configure the Default Channel Port

The Neverfail Channel uses the Default Channel Port to communicate between the Primary and
Secondary servers. Do not change this port unless required by another application.

Procedure

» To change the Default Channel Port, select the Channel tab of the Configure Server Wizard and
edit the default entry (57348). Click Next or Finish to accept changes.

Configure Low Bandwidth Optimization

Low Bandwidth Optimization is configured automatically during installation based upon the configuration
options selected during Installation. Low Bandwidth Optimization can be configured for: High Availability
(HA) when deployed as a pair in a LAN or DR when deployed in a WAN.

In a High Availability (HA) server pair, the queues and buffers are optimized for a high-speed local
area network (LAN) connection, compression is disabled, and automatic failover between servers is
enabled. In a Disaster Recovery(DR) pair, the queues and buffers are optimized for a low-bandwidth
wide area network (WAN) connection, compression may be used, and automatic failover between
servers is disabled. In a server pair you can choose HA or DR topology. However, if you have manually
configured a non-standard topology, for example, by changing the Auto-Failover setting, then
"Non-Standard" will appear in the menu and you can choose to leave the non-standard topology option
as it is, or reset it to one of the standard topologies.

Note: The same HA/DR configuration must be set on all servers in the pair.

» To change Low Bandwidth Optimization after installation, select the Channel tab of the Configure
Server Wizard and use the HA/DR Topology drop-down to select the appropriate topology. Click
Next or Finish to accept changes.
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Figure 97: Configure Server Wizard - Channel tab

Configure Public IP Addressing

A typically configured Neverfail Engine Cluster uses only one Public IP address when deployed as a
pair or on a LAN, but can be configured with more than one Public IP address. These are the addresses
by which clients of the protected application connect to the application. Typical installations configure
the same Public IP address on the Primary and Secondary servers. All traffic to and from these Public
IP addresses is passed through to the active server but blocked on the passive server(s). When the
server roles are switched, the IP filtering mode also switches, so client systems always connect to the
Public IP addresses on whichever server is currently active. When the Neverfail Engine service is shut
down, the filtering remains in place to prevent IP address conflicts between servers.

Procedure

1. To configure Public IP addressing, select the Public tab of the Configure Server Wizard and list
all of the addresses intended for use as Public IP addresses.

Note: An address must not appear more than once, and no Public IP address may appear in the
list of IP addresses on the Channel tab.
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Figure 98: Configure Server Wizard - Public Tab

To add an address, double-click a row and manually type in the address or select one from a list
of currently defined addresses. Click Next or Finish to accept changes.

Management IP Addressing

Management IP addresses are additional IP addresses that you manually configure on a server; they
are IP addresses that are neither public or channel IP addresses. Management IP addresses are
typically used to access a server for management purposes and can be used to access a server when
it is passive. Management IP addresses are displayed here so that you can see the management IP
addresses on your local server.

Additionally, you can specify a SkipAsSource policy for Management IP addresses to ensure that they
are not used for public traffic. SkipAsSource prevents an IP address from being selected by the
operating system as a source IP address for out-going network connections.

The following options are available:

Never Skip — channel IP addresses will never have SkipAsSource set.

Always Skip — channel IP addresses will always have SkipAsSource set.

Skip when Active — channel IP addresses will have SkipAsSource set when the server is active but
not when passive.

Skip when Active and Public Subnet — channel IP addresses will have SkipAsSource set if the
server is active and the channel IP address is in the same subnet as a public IP address. When
the server is passive the SkipAsSource setting is removed from the channel IP addresses.

Neverfail
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Figure 99: Configure Server Wizard Management IP Addresses

Add/Remove a Neverfail Continuity Engine License Key

Neverfail recommends using the Engine Management Service user interface for licensing Neverfail
Engine (see the Installation Guide).

Procedure

If requested by Neverfail Support, you can also use the Configure Server Wizard as follows:

1. To manage Neverfail Continuity Engine License Keys, select the License tab of the Configure

Server Wizard.

2. To add an entry to the License Keys table, manually type or paste (using Ctrl+V) your license key
into the table. Alternatively, click Import on the tool bar to import a license file (. t xt ). License
keys are available from Neverfail or your distributor.
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Figure 100: Configure Server Wizard - License Tab

3. After entering your license keys click Next or Finish.

Configure the Message Queue Logs

The configured message queue logs location determines where the local server temporarily stores
replication data received (the receive queue) and the replication data waiting to send (the send queue).
This configuration affects only the local server; logs can be in different locations on the Primary and
Secondary servers.

Procedure

» To configure the location of the message queue logs, select the Logs tab of the Configure Server
Wizard. Click Browse to open an Explorer-like window. Navigate to and select the folder for storing
the message queue logs, and click Finish to accept the location.
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Figure 101: Configure Server Wizard - Logs Tab

Configure Maximum Disk Usage

You can configure the maximum disk space allocated for logging. Log files accumulate when the active
server cannot communicate with the passive server, when a passive server is performing certain
operations, or when a server is under heavy load. Configuring this value is important because when
the value set for maximum disk usage is reached, replication stops, and your system is no longer
protected. If your system uses a dedicated disk for log files, consider disabling the maximum disk

usage setting.

Procedure

If your system uses a dedicated disk for log files, consider disabling the maximum disk usage
setting. To do this, set Maximum Disk Usage to zero (0).

Note: When Maximum Disk Usage is disabled, there is a risk that Neverfail Engine may run out
of physical disk space, and when this happens, a shutdown and restart may be required before
replication can resume.

Neverfail recommends a Maximum Disk Usage setting that leaves a little overflow space to enable
Neverfail Engine to stop replicating gracefully. To configure Maximum Disk Usage, select the Logs
tab of the Configure Server Wizard and enter the maximum dedicated disk space allocated for

message queue log files and click Finish to accept the changes.
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Chapter 4

Server Protection

Topics:

* Overview

* Monitoring the Status of Servers

» Configure Neverfail Continuity Engine Settings
« Forcing a Switchover

* Failover versus Switchover

»  Split-brain Avoidance

Overview

Protection against operating system or hardware failure affecting the active server is facilitated by
multiple instances of Neverfail Engine that monitor one another by sending “l am alive” messages and
reciprocating with acknowledgments over the Neverfail Channel. If a passive server detects that this
process (heartbeat) has failed, an automatic-failover is initiated.

Monitoring the Status of Servers

TheNeverfail Advanced Management Client Server: Monitoring page provides information about
the status of communications between the servers within the Cluster. The graphical representation
provides an overview of the status of communications between the servers. A green channel icon
indicates that the channel is connected and healthy, a red-dashed channel icon indicates that
communications are not operational between the indicated servers, and an orange icon with an
exclamation mark on it indicates that the channel has just disconnected and Neverfail Engine will wait
for the configured amount of time before determining that the channel is disconnected. In addition to
the heartbeat sent between the servers, Neverfail Engine also sends a ping to ensure that the servers
remain visible to one another.
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Figure 102: Server Monitoring page

Configure Neverfail Continuity Engine Settings

The Server Monitoring page provides three configuration features: Configure Pings, Configure
Failover, and Configure Response Times.

Configure Pings

The Server Monitoring Ping Configuration dialog allows you to configure the Ping Interval and the
Ping Echo Timeout used to conduct ping operations between servers. Additionally, ping routing can
be configured to add additional ping targets by selecting the Ping Routing tab of the dialog. The IP
addresses of all NICs used for the Neverfail Channel were identified during installation and do not
need to be added. You can add additional targets to the list for each server’s channel connection in
the event of redundant NICs. The settings in the Server Monitoring Ping Configuration dialog allow
Neverfail Engine to send pings across the Neverfail Channel and the Public Network in addition to the
heartbeat (“| am alive” messages) to confirm that the server is still operational and providing service.

Procedure

» Click Configure Pings to open the Server Monitoring Ping Configuration dialog.
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Figure 103: Server Monitoring: Ping Configuration: Ping Settings Tab
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Figure 104: Server Monitoring: Ping Configuration: Ping Routing Tab

Configure Failover
The Failover timeout dictates how long Neverfail Engine waits for a missed heartbeat before it takes
a pre-configured action. This value is set to 60 seconds by default.

Procedure

1. To configure the Failover timeout, click Configure Failover to open the Server Monitoring: Failover
Configuration dialog.
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Figure 105: Server Monitoring: Failover Configuration

2. Type a new numeric value (seconds) in the Failover timeout text box or use the arrow buttons to
set a new value.

3. Select or clear the check boxes to select the actions to take if the specified Failover timeout is
exceeded.

Note: For more information about configuring options for failover, see Split-brain Avoidance.

4. Click OK to accept the changes or Cancel to dismiss the dialog without making any changes.

Note: The default configuration for a WAN installation is with the automatic switchover
(spontaneous failover) DISABLED. To enable Auto-switchover in a WAN pair, select Network >
Configure Auto-Switchover, select the check box and set the missed ping failover count.

Configure Response Times
Neverfail Engine also allows you to configure channel connection timeouts.

Procedure

1. Click Configure Response Times to open the Server Monitoring: Response Times dialog.
The following options are available:

« Time to wait following channel connection before starting replication
« Time to wait following channel disconnection before stopping replication

-] Server Monitoring: Response Times -

Time to wait following channel connection before starting replication: '—EL:—_] SBCS

Time to wait fallowing channel disconnection before stepping repication: 900 _Iﬁ S8CE
[Lok | | cancel |

Figure 106: Server Monitoring: Response Times

2. Type new numeric values (second) into the text boxes or use the arrow buttons to select new
values.
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3. Click OK to accept the changes or Cancel to dismiss the dialog without making any changes.

Common Administrative Tasks in Neverfail Continuity Engine
The Server Summary page provides the following buttons that allow you to quickly perform common
administrative tasks:

» Configure — Click to open the Configure dialog.

- Configure -

When the Neverfail Continuity Engine sendce is shutfing down
() Stop protected applications
&) Do not stop protectad applications:

Al handshake

Wam if the time dfarence DetWeen SEMVers is greater than 5 |j 5808

QK Cancel

Figure 107: Configure (Shutdown)

Select the radio button corresponding to whether you want to stop or leave running the protected
applications when Neverfail Engine is shut down. You can select whether to leave protected
applications running upon shutdown when a net stop command is issued, and to start protected
applications upon startup when a net start command is issued. Type a number (seconds) or use
the arrow buttons to select an alert threshold value for time difference between servers, which is
checked at handshake following startup. Click OK to accept the changes or Cancel to dismiss the
dialog without making any changes.

Forcing a Switchover

102

After Neverfail Engine is configured to protect all required applications and data, it allows the Secondary
to take over from the Primary server in a managed and seamless way called a managed switchover.

This is particularly useful when maintenance work performed on the Primary server requires rebooting
the server.

Prior to performing work on the Primary server, a managed switchover can be triggered by selecting
the server to make active and then clicking Make Active in the Server: Summary page. This changes
the server roles such that the active server becomes passive and the selected server becomes active.
This action also changes the replication chain depending on which server becomes active. This means
users are able to work continuously while the Primary server is off line.

When the Primary server is back up and running, the managed switchover can be triggered again so
that the Primary server becomes active and the previously active server becomes passive.

Important: The managed switchover process may be performed at any time as long as the systems
are fully synchronized with respect to data files and registry replication. Switchovers cannot be
performed if either server is in an unsynchronized or unknown state.

Since a managed switchover cannot be performed during synchronization, it is important to review
the queue information prior to attempting a managed switchover. If the queues are large, file operations
on the active server are high and for this reason it may be prudent to delay a managed switchover
due to the length of time required to completely clear the queue. Queue lengths can be viewed in the
Data: Traffic/Queues page of the Neverfail Advanced Management Client.
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Failover versus Switchover

Do not confuse a failover with a switchover.

A switchover is a controlled switch (initiated from the Engine Management Service, Neverfail Advanced
Management Client, or automatically by Neverfail Engine when pre-configured) between the active
and passive servers. A failover may happen when any of the following fail on the active server: power,
hardware, or Channel communications. The passive server waits a pre-configured period of time after
the first missed heartbeat before initiating a failover. When this period expires, the passive server
automatically assumes the active role and starts the protected applications.

Configuring Failover and Active Server Isolation

Neverfail Continuity Engine continuously monitors the servers in the Cluster and the network to ensure
availability and uses native logic and a combination of elapsed time, administrator configured rules,
current server network status, and configured ping routing to determine if failover or isolation of the
active server is warranted should the servers experience missed heartbeats.

Procedure

To configure failover:

Note: Forinformation on configuring ping routing, see Configure Pings and Configure Public Network
Monitoring.

1. Navigate to Server: Monitoring > Configure Failover to open the Server Monitoring: Failover
Configuration dialog.

2. The Failover timeout can be customized by changing the default value (60 seconds) to a custom
value. Type a new numeric value (seconds) in the Failover timeout text box or use the arrow buttons
to configure how long Neverfail Engine waits for a missed heartbeat before it takes a pre-configured
action to failover or isolate the active server from the network.

3. Select or clear check boxes for the items listed below to select the actions to take if the specified
Failover timeout is exceeded.
When the configured Failover timeout value has elapsed, Neverfail Engine will evaluate, in order,
the following pre-configured rules before taking action:

Note: If a rule is not selected, Neverfail Engine will skip the rule and move to the next rule in the
list. After all selected rules have been evaluated Neverfail Engine will take action.

» Failover from Primary server to Secondary server if channel heartbeat is lost for failover timeout

» Failover from Secondary server to Primary server if channel heartbeat is lost for failover timeout

« Prevent failover or auto switchover while not synchronized

* Prevent Failover if channel heartbeat is lost but Active server is still visible to other servers

* Make the server passive if the Channel and Public networks are lost for the configured failover
timeout

Note: You must configure Management IP addresses on the Public network cards of each server
to allow the passive server to send a ping via the Public network. Management IP addresses are
additional IP addresses assigned to the network card connected to the Public network. They are
used to allow the passive server to communicate, because unlike the Public IP address, they are
not filtered. For information about how to configure Management IP addresses, see Configuring

Management IP Addressing.

Neverfail 103



Administrator's Guide

104

4,

Click OK.

Important: If either Server: Monitoring Ping Routing or Network Monitoring Ping Routing is
misconfigured, unpredictable behavior can occur.

Typical Failover and Active Server Isolation Scenarios
The following scenarios assume that Neverfail Engine is deployed in a LAN with all rules selected in
the Server: Monitoring > Configure Failover > Failover Configuration dialog.

Failover

The following scenario assumes the active server has failed and is no longer available.

Upon detection of missed heartbeats, Neverfail Engine on the passive server performs the following
steps:

1.

5.
6.

As soon as the passive server detects that the Neverfail Channel is experiencing missed heartbeats,
it will determine it itself is a valid failover target to the currently active server.

. As soon as the passive server detects that the Neverfail Channel is experiencing missed heartbeats.

It will attempt to ping the active server's Management IP address via the Public network using the
passive server's NIC configured with the Management IP address. If the ping is successful, the
passive server will veto the failover. If the ping is unsuccessful, it will continue to the next step.

Note: Since the passive server assumes that active server has failed, the passive server will not
attempt to verify synchronization with the active server.

At this point, the passive server checks the configured value of the Failover timeout and starts a
"Heartbeat lost" countdown The passive server continues with the next step.

. At this point, failover to the passive server is postponed until the value of the Failover timeout has

elapsed.
The passive server changes its role to active, removes the packet filter, and starts all services.
As the new active server, it will begin accepting traffic from clients.

Active Server Isolation

The figure below illustrates a scenario where the active server has lost connection with the passive
server via the Neverfail Channel.
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Figure 108: Network Isolation Workflow Diagram

Upon detection of missed heartbeats Neverfail Engine performs the following steps:

1.

Neverfail

As soon as the active server detects that the Neverfail Channel is experiencing missed heartbeats,
it will determine if a valid failover target (the passive server) is present.

Simultaneously, once the passive server detects missed heartbeats, it will determine if it is a valid
failover target.

Next, the active server will determine if it is synchronized with the failover target (the passive server).
If synchronized, it will continue to the next step. If it is not synchronized, it will veto a failover.

Simultaneously, the passive server checks to see if it is synchronized with the active server. If
synchronized, it will continue to the next step. If it is not synchronized, it will veto a failover.

. At this point, both the active and passive servers check the configured value of the Failover timeout

and start a "Heartbeat lost" countdown. Both servers should start the countdown at approximately
the same time.

Failover or isolation of the active server is postponed until the configured Failover timeout value
(in seconds) has elapsed and it is during this period that both servers accomplish steps 1 & 2.

Once the configured Failover timeout period has elapsed, the active server assumes the Neverfail
Channel is lost and will attempt to ping the failover target (passive server) via the Public network.
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If the ping is successful, active server isolation is vetoed. If the attempt to ping the failover target
is unsuccessful, the active server will proceed to the next step.

Simultaneously, the passive server assumes the Neverfail Channel is lost and attempts to ping the
active server via the Public network. If the ping is successful, failover is vetoed. If the ping attempt
is unsuccessful, the passive server proceeds to the next step.

Note: If the servers have reached this point, then neither server can see the other server.

The active server checks only its own network connectivity to the Public network. If the active server
has lost connectivity to the Public network, it will isolate itself by making itself passive (potential
active).

Both the active and passive servers will check their connectivity to the Public network. If the active
server has lost connectivity to the Public network, it will isolate itself by making itself passive
(potential active). Should the active server reconnect with the passive, it will become active again.
Otherwise, it will remain passive. If the passive server has lost connectivity to the Public network,
it will veto a failover.

Recover From a Failover
This recovery scenario is based on Neverfail Engine in a configuration with the Primary server as
active and the Secondary server as passive.

Procedure

Note: When failover conditions, such as a power failure, cause failures in both active and passive
servers, a condition may result that causes all servers to restart in Passive mode. In this situation,
manual intervention is required. See Two Passive Servers for more information.

In the following case, a failover occurred and the Secondary server is now running as the active server.

1.

N o o ks

Review event logs on all servers to determine the cause of the failover. If you are unsure how to
do this, use the Neverfail Engine Log Collector tool to collect information and send the output to
Neverfail Support.

If any of the following issues exist on the Primary server, performing a switchover back to the
Primary server may not be possible until other important actions are carried out. Do not restart
Neverfail Engine until the following issues are resolved:

» Hard Disk Failure — Replace the disk.

» Power Failure — Restore power to the Primary server.

» Virus — Clean the server of all viruses before starting Neverfail Engine.

« Communications — Replace or repair the physical network hardware.

* Blue Screen — Determine and resolve the cause of the blue screen. This may require you to
submit the Blue Screen dump file to Neverfail Support for analysis.

Run the Configure Server Wizard and verify that the server Identity is set to Primary and its Role
is passive. Click Finish to accept the changes.

Disconnect the channel network cables or disable the network card.
Resolve the problem — list of possible failures, etc.
Reboot the server and reconnect or re-enable the network card.

After the reboot, verify that the taskbar icon now reflects the changes by showing P / - (Primary
and passive).
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8. Onthe Secondary active server or from a remote client, launch the Neverfail Advanced Management

9.

Client and confirm that the Secondary server is reporting as active. If the Secondary server is not
displaying as active, follow the steps below:

a) If the Neverfail Advanced Management Client is unable to connect remotely, try running it locally.
If you remain unable to connect locally then verify that the Neverfail service is running via the
Service Control Manager. If it is not, review the event logs to determine a cause.

b) Run the Configure Server Wizard and confirm that the server is set to Secondary and is active.
Click Finish to accept the changes.

Note: If Neverfail Engine is running, you can run the Configure Server Wizard, but you will
not be able to make any changes. You must stop the Neverfail Engine service before attempting
to make changes via the Configure Server Wizard.

c) Determine whether the protected application is accessible from clients. If it is, then start Neverfail
Engine on the Secondary server. If the application is not accessible, review the application logs
to determine why the application is not running.

Note: At this point, the data on the Secondary (active) server should be the most up to date
and this server should also be the live server on your network. After Neverfail Engine starts,
it overwrites all protected data (configured in the File Filter list) on the Primary passive server.
Contact Neverfail Support if you are not sure whether the data on the active server is 100%
up to date. Go on to the next step only if you are sure that you want to overwrite the protected
data on the passive server.

Start Neverfail Engine on the Secondary active server and verify that the taskbar icon now reflects
the correct status by showing S/A (Secondary and active).

10. Start Neverfail Engine on the failed Primary server and allow the system to synchronize. When the

re-synchronization is complete, you can continue running with this configuration (for example, the
Secondary is the active server and the Primary is the passive server), or initiate a managed
switchover.

11. Optionally, perform a managed switchover to return the Primary and Secondary servers to the

same roles they had before the failover.

Split-brain Avoidance

Split-brain Avoidance ensures that only one server becomes active if the channel connection is lost,
but all servers remain connected to the Public network. Split-brain Avoidance works by pinging from
the passive server to the active server across the Public network. If the active server responds, the
passive does not failover, even if the channel connection is lost. WAN installations require different
IP addresses on the Public network for the local and remote servers.

1.

2.
3.

Neverfail

To enable Split-brain Avoidance, open the Server Monitoring page in the Neverfail Advanced
Management Client.

Click Configure Failover

Select Prevent failover if channel heartbeat is lost but Active server is still visible to other servers
(recommended).

The active server must respond within the time period value specified in the Failover timeout to
prevent a failover from occurring. If the active server responds in a timely manner, the failover
process ceases. If the active server does not respond, the failover proceeds.
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Note: You must configure Management IP addresses on the Public network cards of each server
to allow the passive server to send a ping. Management IP addresses are additional IP addresses
assigned to the network card connected to the Public network.

Configuring Management IP Addressing

Management IP addresses are used to allow the passive server to communicate, because unlike the
Public IP address, they are not filtered. Management IP addresses are necessary when configuring
Network Isolation Protection.

Procedure
To configure a Management IP address on the Public network card, perform the following procedure:

1. Open the network properties for the Public network connection.
2. Double-click TCP/IP to display the properties.

3. Click Advanced.
4

. Enter an additional (currently unused) IP address from a subnet other than the Public or Neverfail
Channel subnet in the IP address table.

5. Reposition the IP addresses in the list so that the additional (Management) IP address appears
first, and the Public network address (by which clients connect to the server) appears second.

6. Click OK on all three dialogs to accept the configuration changes to the network connection.
7. After completing all of the steps, click OK.

8. Launch the Neverfail Advanced Management Client and select Server: Monitoring > Configure
Pings > Ping Routing and add the newly assigned IP addresses to the Ping Routing table.
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Network Protection

Topics:

*  Overview
» Configure Public Network Monitoring

Overview

Neverfail Continuity Engine proactively monitors the ability of the active server to communicate with
the rest of the network by polling defined nodes around the network at regular intervals, including (by
default) the default gateway, the primary DNS server, and the Global Catalog server. If all three nodes
fail to respond, for example, in the case of a network card failure or a local switch failure, Neverfail
Engine can initiate a switchover, allowing the passive server to assume an identical network identity
as the active server.

The Neverfail Advanced Management Client Network Monitoring page allows you to view the status
of the network and to make adjustments to the IP addresses used to ping multiple servers within the
network.
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Figure 109: Network Monitoring

Configure Public Network Monitoring

The Public network monitoring feature, previously discussed, is enabled by default during the installation
of Neverfail Engine. This feature integrates the polling of the particular waypoints around the network
through the active server’s Public connection to ensure connectivity with the Public network is
operational. By default, the IP addresses of the default gateway, the primary DNS server, and the
Global Catalog server are all selected. When one or more of the automatically discovered waypoints
are co-located on a physical machine (leading to duplication of IP addresses), the ability to specify
additional waypoints manually becomes an advantage.

Procedure
To configure Public Network Monitoring:

1. To specify a manual target for the Public network checking, click Configure Pings to invoke the
Ping Configuration dialog.
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Figure 110: Network Monitoring: Ping Configuration: Ping Settings

2. Select the Ping Routing tab to add to or modify the existing target IP addresses for each server to

ping.

-} MNetwork Monitoring: Ping Configuration -

[ Ping Sefngs | Ping Routing
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Figure 111: Network Monitoring: Ping Configuration: Ping Routing

In a WAN Pair environment, the target addresses for Public network monitoring on the Secondary
server may be different to those automatically selected on the Primary server. Again, the ability to
override automatically discovered selections is provided by manually specifying the target address.

Public Network Monitoring is carried out by the active server effectively pinging the target addresses
at regular time intervals. The time interval is set by default to every 10 seconds but the frequency

may be increased or decreased as required.

Each target is allowed 5 seconds (default) to respond. On slower networks where latency and
network collisions are high, increase this interval by changing the Ping echo timeout value.

The failure of all three targets to respond is allowed up to the Max pinged echoes missed before
auto-switchover threshold value. If the failure count of all three targets exceeds this value, Neverfail

Engine initiates an auto-switchover.

Enabling Automatic Switchover in a WAN

The default setting for Automatic Switchover when deployed in a WAN is Disabled. Should it be
necessary to configure Automatic Switchover in a WAN, use the procedure below:

Neverfail
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Procedure

To enable Automatic Switchover in a WAN:

1. In the Neverfail Advanced Management Client, select the Network tab to display the Network
Monitoring page.

Click Configure Auto-switchover.

Select the Auto-switchover if client network connectivity lost for check box.

Configure the number of pings to wait before performing the auto-switchover.

Click OK.
- Network Monitoring: Auto-switchover Configuration -

a s~ b

(] Auto-switchaver if client netwark conneclivity lost for 10 ﬁ pings

OK ] Cancsl

Figure 112: WAN Auto-Switchover Configuration

Setting Max Server Time Difference
Neverfail Continuity Engine generates a warning if the Primary and Secondary server system clocks
are not synchronized. The threshold for time difference can be configured using the Server: Summary

page.

Procedure

To set Max Server Time Difference:

1. Select the Server: Summary tab and click Configure to display the Server: Summary Configure
dialog.

2. Type a number (seconds) or use the arrow buttons to select an alert threshold value for time
difference between servers, which is checked at handshake following startup.

3. Click OK.
-] Configure -

When the Neverfail Continuity Engine sandce is shulfing down
() Stop protected applications
(®) Do not stop protected applications

Alhandshake
Warn if the time difference between servers is greater than 5 Iﬁ S0CE

,|' QK i Cancel

Figure 113: Server: Summary Configure dialog
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Chapter 6

Application Protection

Topics:

* Applications Environment
* Applications: Summary

* Applications: Services

» Applications: Tasks

Applications Environment

Neverfail Engine incorporates an Application Management Framework (AMFx) to manage Neverfail
Engine plug-ins.

The AMFx provides additional functions while maintaining the traditional stability of Neverfail software.
Use the AMFx to install and remove plug-ins on the fly while Neverfail Engine continues to provide
protection to currently installed applications.

The AMFx also employs sponsorship for protected applications' files and services. With sponsorship,
multiple plug-ins can share files or services. When removing a plug-in, sponsorship prevents removal
of a shared file or service that is still required by a remaining plug-in.

Neverfail Engine uses the System plug-in to monitor the server performance. With the System plug-in,
you can configure a variety of counters and assign actions when associated rules are exceeded.

Applications: Summary

The Neverfail Advanced Management Client Applications: Summary page displays the current status
of the Cluster, including the identity of the active server, the application state and health, details of
application types and their corresponding running status and health. The lower portion of the page
provides an Applications Log that allows viewing of application events as they occur.
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Figure 114: Applications: Summary

This page also provides controls to edit, remove, start, and stop applications, and to configure all
protected applications.

View Application Status
After an application starts and is running you can view its status in the Applications pane of the

Applications: Summary page.

Edit Individual Applications
You can configure the amount of time to wait for applications to start or stop before taking action or
reporting a failure.

Procedure

To configure these timeout settings, select the application (in the Applications pane) and do one of
the following:

1. Right-click on the application and select Edit from the menu or click Edit at the top of the pane.
The Edit Application dialog appears.
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Figure 115: Edit Application

Note: Default application timeout settings for plug-ins is 300 sec and for user-defined applications
is 180 sec.

2. Enter new values into the Stop Timeout and Start Timeout text boxes or use the arrow buttons to
adjust the values (seconds).

3. Click OK to accept the new settings or click Cancel to close the dialog without making any changes.

Remove an Application
Application removal is a simple process and can be performed without having to stop Neverfail Engine.

Procedure
To remove an application:

1. Select the application (in the Applications pane).

2. Right-click on the application and select Remove from the menu or click Remove at the top of the
pane.

A confirmation message appears.

3. Click Yes to remove the selected application, or click No to dismiss the message without deleting
the application.

Configure Applications

You can configure protected applications and enable or disable protection and monitoring. This feature
allows you to perform application maintenance without stopping Neverfail Engine or taking the whole
server offline. During installation, Neverfail Engine creates default settings for application configurations.
The Neverfail Advanced Management Client Applications: Summary page allows you to change the
settings.

Procedure
To configure applications:

1. Click Configure (at the top of the Applications pane) to change these settings.
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Figure 116: Applications Configuration

2. Select Protect services and monitor all applications (recommended) or Unprotect services and stop
monitoring all applications (for manual application maintenance).
Optionally select any or all of the following:

* Verbose Plug-in logging
» Discover protected data at startup
» Discover protected services at startup

3. Additionally, you can type a new value into the Reset rule trigger count after text box or use the
arrow buttons to adjust the values (hours).

4. Click OK to accept the new settings or click Cancel to close the dialog without making any changes.

View the Applications Log

The Applications Log is very useful in troubleshooting
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Figure 117: Applications Log

the protected application environment.

The Applications Log provides information about the behavior of all protected applications and includes
events such as changes to task status, rule triggering, task outputs, and application warnings. The
order that entries are displayed can be sorted either ascending or descending by clicking on the column
title.

You also can filter Applications Log entries to reduce the number of events displayed, and use the
Applications Log to troubleshoot application errors. For example, if an application fails, you can right-click
on the associated event in the Application Logs and select Properties to open the Log and investigate
the failure.

Filter Application Log Entries

By default, all events are displayed in the Application Log pane. To filter the events displayed, perform
one of the following steps:

* Right-click on the entry and select Filters from the menu
e Click Filters at the top of the pane

The Application Log Filters dialog appears.
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Figure 118: Application Log Filters

Use the check boxes (select to display or clear to hide) to filter Application Log entries by at least one
Event Type. To display only entries within a particular time range, select the check box associated

with Only show events from and type values into the two date/time text boxes or use the up and down
arrow keys to adjust the dates and times. Click OK to accept the filter criteria or click Cancel to close

the dialog without changing the filter criteria.

Applications: Services

The Neverfail Advanced Management Client Applications: Services page shows services specified

by plug-ins or by the user, and any services related by dependency.
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Figure 119: Application: Services

Change the Order of Services

You can change the order of services using Up and Down arrows (near the top of the page or on the
right-click menu) to change the order in which they appear in the list of services. It is important to
understand that the exact order in which services are started and stopped is influenced by a number
of key factors:

Procedure

To change the starting and stopping order of protected services:

The order in which application services are started can be specified by plug-ins.

Service dependencies must be respected. For example, if service B is listed after service A in the
User Defined group, and service A depends on service B, then service B is started first.

A service can be used by multiple applications (the same service can have more than one sponsor).
A service is started when the first application to reference it is started.

The order of stopping services is the reverse of the order of starting service.

Neverfail
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Figure 120: Change the Order of Services

Applications: Tasks

Tasks are a generalization and extension of the start, stop, and monitor scripts in earlier versions of
this product.

Task types are determined by when the tasks are run, and include the following:

» Network Configuration — This is the first type of task run when applications are started, and is
intended to launch Dnscnd, DNSUpdat e or other network tasks. Where multiple DNScnds are
required, these can be contained in a batch script, which is then launched by the task. Network
Configuration tasks are the only types of task that can vary between Primary and Secondary servers.

» Periodic — These tasks are run at specific configurable intervals.
» Pre/Post Start — These tasks are run before and after services are started on the active server.
» Pre/Post Stop — These tasks are run before and after services are stopped on the active server.

e Pre/Post Shadow — These tasks are run before and after a shadow copy is created on the active
server by the Data Rollback Module (not available in this version).

» Rule Action — These tasks can be configured to run in response to a triggered rule, or when a
service fails its check.

Tasks can be defined and implemented by plug-ins or by the user, or they can be built-in tasks defined
by Neverfail Engine. User defined tasks are implemented as command lines, which can include
launching a batch script. Examples of built-in tasks include monitoring a protected service state on
the active and passive servers. An example of a plug-in-defined task is the discovery of protected data
and services for a particular application.

The Neverfail Advanced Management Client Applications: Tasks page provides a list of tasks and
associated status information, as well as features to quickly manage tasks.
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Figure 121: Applications: Tasks page

Change the Order of Tasks
You can change the order of tasks using Up and Down arrows (near the top of the page or on the
right-click menu) to change the order in which they appear in the list of tasks.

View, Add, and Remove User Accounts
You can view, add, and remove user accounts through the Neverfail Advanced Management Client.

Procedure

e Click User Accounts (near the top of the Applications: Tasks page).
The User Accounts dialog appears.

Usemame

System
Administrator

Figure 122: User Accounts

The User Accounts dialog contains a list of all currently configured user accounts, including
Username, Domain, and Checked (username/password credential validation) status.
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Add User Account
To add a user account:

Procedure
1. Click Add.
The Add User dialog appears.
e Add User =]
User. administrator

Domain: chalocal

Password: | e

oK I Cancel

Figure 123: Add User Account

2. Type the name of the User, the associated Domain, and a Password into the corresponding text
boxes.

3. Click OK to add the new user, or click Cancel to close the dialog without adding the user.

Note: Because this information is used for executing tasks that require credentials, be sure to
populate these fields with information identical to the Windows credentials.

Remove User Account
To Remove a user, select the user account from the list in User Accounts dialog.

Procedure

1. Click Remove.
A confirmation message appears.

2. Click Yes to remove the user, or click No to close the dialog without removing the user.
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Data Protection

Topics:

» Data: Replication

Data: Replication

Neverfail Continuity Engine can protect many permutations or combinations of file structures on the
active server by the use of custom inclusion and exclusion filters configured by the administrator.

Note: The Neverfail Continuity Engine program folder holds the send and receive queues on the
active and passive servers, and therefore should be explicitly excluded from the set of protected files.

You can view replication status and manage data replication through the Data: Replication page.
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Figure 124: Data: Replication page
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Initiate a Full System Check

Certain system events, such as preceding a switchover or following a failover or split-brain syndrome,
may require running a full system check to ensure that the entire protected file set is synchronized
and verified. A full system check performs a block-level check identical to that performed during initial
synchronization and verification, and of the same files identified by the file filters.

Procedure
To initiate a full system check:

1. Click Full System Check in the left pane of the File Hierarchy pane.

File Hierarchy

» = My Computer .Ma' Computer

*| Filename J
M| s
¢

1 Objacts)

Orphaned Files Check

Figure 125: Data: Replication File Hierarchy pane

2. A Caution message opens and asks “Are You Sure You Want To Initiate A Full System Check?”
and explains that depending on the amount of protected data, this task may take a long time to
complete (a number of hours).

] Full System Check [x]

I Are You Sure You Wanl To Initiate A Full System Check?
.

Depending on the amount of data under protection, this task maytake a
long time ta complets (e.g. a number of hours).

You will not be able to make any other server active while this taskis
funning.

Cancelling the task will leave the File System Status as Unchecked.

OK ] Cancsl

Figure 126: Full System Check Caution Message

3. Click OK to initiate the Full System Check, or click Cancel to close the message without starting
the Full System Check.

Note: Once a Full System Check is initiated, allowing it to run to its conclusion is strongly
recommended because canceling leaves the file system status Unchecked. Depending on the
amount of data, resynchronization may take substantial time to complete. Switchover is not
permitted until after the task is complete and the File System Status is Synchronized.
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Fast Check

The Fast Check process is used by Neverfail Continuity Engine to rapidly verify files between servers
prior to starting applications. Fast Check compares file time stamps and attributes rather than the
check sums of the data thereby accelerating the startup and synchronization process. If the time stamp
or attribute check fails, than the normal verification and synchronization process will initiate. Additionally,
you can configure the length of time to wait for Fast Check to complete before starting applications.

Fast Check is beneficial after a graceful shutdown where severs were synchronized before shutdown.
Fast Check allows the server to check the file synchronization rapidly and start to service clients. If
Fast Check detects files that are out-of-sync, it initiates the full verify and synchronization process to
resynchronize your data.

Configure Fast Check
When combined with Controlled Shutdown, Fast Check provides the ability to perform scheduled
unattended restarts of the servers.

Procedure
To enable Fast Check:

1. Navigate to Data > Replication.

Click the Configure button.

Select the Fast Check tab.

Select the manner in which Fast Check should operate using the Fast Check radio buttons.

Configure Maximum Application Delay. This is the length of time Neverfail Engine will delay the
startup of the application while it attempts to establish replication between active and all passive
nodes.

6. Click OK.

-] Replication Configuration -

FasiChack | Conlrolled Shultown | Orphaned Files |

a s DN

Fast Check provides an altemative b full data verificaion by only checiing file afiributes
Instead of all the data, and thereby offering grealer perfomance.

In addition. delaying applicalion $1am up untl Seners Connect and replication $1ans, can
significantly improve fast check padormance for database senmrs and Exchange systems

\_J Mo FasiCheck (always verily all data)
(_) Fast Check with na delay staring application (recommended for file seners)

(=) Fast Check with limfed application delay jrecommended for database / Exchange seners

Maximum deday befors stanting application: 60 |;l B8Cs

OK | | Cancel |

Figure 127: Configure Fast Check

Note: When Fast Check is configured in addition to Controlled Shutdown, Neverfail Engine can
be configured to perform an unattended restart. For more information about Controlled Shutdown,
see Controlled Shutdown.
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Manually Initiate File Synchronization

When an out-of-sync file or folder is detected, a red icon is displayed indicating the Out-of-sync status.
You can re-synchronize the out-of-sync file(s) manually using a process that is quicker and simpler
than the Full System Check.

Procedure
To manually re-synchronize:

1. Select one or more files and folders from the list in the right pane of the File Hierarchy pane. Multiple
files and folders can be selected from this file list by using the standard Windows multiple selection
techniques, Shift + click and Ctrl + click.

2. When one or more folders are selected, also select the Including Subdirectories check box to ensure
that all files within the folder(s) are also synchronized.

3. Click Synchronize. As the synchronization runs, you may see its progress in the Current Task
pane at the bottom left of the Data: Replication page. When the synchronization process
successfully completes, a green icon indicates synchronized status.

You also can right-click on a folder in the tree view (in the left pane of the File Hierarchy pane) to
quickly select Synchronize or Verify and Synchronize from a menu. Both options automatically
include subdirectories.

File Hierarchy
v E I.i_'r Computar CProgramData
L *| Filename
» Il FrogramData b Tech2mith
[

__| quotas bin
__| quotaseltings bin
| shares bin

4 Oblect(s)

| Full System Check J (] Including Subdirectories

| Orphaned Files Check | | Verify & Synchronize | || Induding Subdirectories

Figure 128: Manual Selection to initiate file synchronization

Manually Initiate Verify and Synchronize

To perform manual verification and synchronization, the process is identical to the one described in
Manually Initiate File Synchronization except that the process is started by clicking Verify and
Synchronize.

Procedure
To manually verify and synchronize:

1. Select one or more files and folders from the list in the right pane of the File Hierarchy pane. Multiple
files and folders can be selected from this file list by using the standard Windows multiple selection
techniques, Shift + click and Ctrl + click.

2. When one or more folders are selected, also select the Including Subdirectories check box to ensure
that all files within the folder(s) are also verified and synchronized.

3. Click Verify and Synchronize. As verify and synchronization runs, you may see its progress in
the Current Task pane at the bottom left of the Data: Replication page. When the verify and
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synchronization process successfully completes, a green icon indicates verified and synchronized
status.

You also can right-click on a folder in the tree view (in the left pane of the File Hierarchy pane) to
quickly select Verify and Synchronize from a menu. This option automatically includes subdirectories.

Each verification and synchronization request (manually or automatically scheduled) is defined as
a task with subsequent tasks queued for processing after the current task is completed. Each task
is listed in the Pending Tasks list to the right of the Current Tasks frame.

Note: Individual tasks can be canceled, but canceling automatically triggered tasks can lead to
an Unchecked system. A warning is presented detailing the possible consequences of canceling

tasks.
File Higrarchy
'3 -] My Computer ‘cProgrambata
v Ca
4 Fib
» [l ProgramData "

quodas bin
| quotasettings. bin
shares bin
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| Full System Chack Synchronize | Including Subdirediories

| Orphaned Files Chack Verity & Synchronize || incluging Subdiredtorias
)

Figure 129: Manual Selection to Initiate Verify and Synchronize

Orphaned Files Management

Neverfail Continuity Engine provides the opportunity to check the system for orphaned files and either
notify the administrator or to delete the orphaned files. Orphaned files are those files in a protected
set that exist on the passive server but do not exist in the protected set on the active server in a pair.

Orphaned File Check can either delete or log files on the passive server that exist within the protected
set; they were “orphaned” because Neverfail Engine was not running when content changes were
made on the active server.

Note: Orphaned File Check does not delete files on the passive server if there is no file filter to
include the content as this would be unsafe.

Special Cases

Filters for files, file types, or other wildcards

Folder root filters

Orphaned File Check will manage the entire contents of that folder (for example, D: \ f ol der\ **).
This deletes all passive files within the folder that do not exist on the active server, and includes content
created only on the passive server.

Exclusion file filters

Orphaned File Check will not delete any files excluded from the protected set by exclusion filters. This
rule safeguards users and applications.
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Filters for files, file types, or other wildcards

Orphaned File Check is not managing the contents of the folder (for example, D: \ dat abase\ *. | og),
only the selected files.

Orphaned File Check will only process files that match the filter and will not delete files with any other
extension within the folder D: \ dat abase

Orphaned files are those files in a protected set that exist on the passive server but do not exist in the
protected set on the active server in a pair.

Prior to initiating an orphaned files check, you must configure the options for actions to take in the
event orphaned files are found. By default, Orphaned Files Check is configured to delete orphaned
files. Should you want to log the files presence, see Configure Orphaned Files Check.

Configure Orphaned Files Check

Prior to initiating an orphaned files check, you must configure the options for actions to take in the
event orphaned files are found. By default, Orphaned Files Check is configured to delete orphaned
files. Should you want to log the files presence, follow the steps below.

Procedure
To Configure Orphaned Files Check options:

1. Navigate to the Data: Replication page and click on the Configure button.
2. Select the Orphaned Files tab.

3. Select the Detect orphaned files check box and in the On detection, take the following action
drop-down to automatically Delete the orphaned files or Log to file to add the files list to the log file.
™ Replication Configuration =

; Fasi Chack | Controlled Shuldewn || Orphaned Files: I

] Detect orphaned files

On cetection, lake the folowing action | Delete |7

OK | | Cancel

Figure 130: Orphaned Files Configuration Options

4. After selecting the options, click OK to close the dialog.
5. Click the Orphaned Files Check button.
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Appendix

Other Administrative Tasks

Post Installation Configuration

Upon completion of installation of Neverfail Engine, you should perform the following Post Installation
tasks.

Configure the VmAdapter Plug-in
After installation of Neverfail Engine is complete:

Procedure

Configure the VmAdapter Plug-in:

1.
2. Navigate to Settings > Application Protection > Plug-ins.
3.

4. Click the Edit button.

Neverfail

Launch the Engine Management Service Ul for the server pair and login.

Select the VmAdapt er NFPI ugi n. dl |

The Edit Plug-in dialog is displayed.
For the Primary server, enter the Destination for VM migration of the Primary server by providing
the following information:

* Host (hame or IP address as in vCenter)
» Datastore
* Resource Pool

For the Secondary server, enter the Destination for VM migration of the Secondary server by
providing one of the following:

e Host (name or IP address as in vCenter)
¢ Datastore
* Resource Pool

If integration with vSphere HA monitoring is desired, select the Integrate with vSphere HA monitoring
check box.
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Note: This option requires vSphere HA Application monitoring for the cluster and VM.

8. Click OK.

Adding an Additional Network Interface Card

132

Neverfail Continuity Engine allows for installation using a single NIC on each Neverfail Engine server
in the Pair or Trio. When installed with a single NIC, Neverfail recommends that to prevent experiencing
a single point-of-failure, an additional NIC be installed or configured on each server in a Pair or Trio
with one NIC configured as the Public NIC and another configured for the Neverfail Channel.

Procedure

To add an additional network interface card (NIC) to allow moving the Channel IPs to a dedicated NIC:

Adding an additional NIC to a physical server will require that Neverfail Engine be shutdown while the
NIC is added and the server must be restarted. If the server is a virtual server, the shutdown is not
necessary. Neverfail recommends that the NIC be added on the passive (Secondary) server, and then
a switchover be performed making the Secondary server active, and then adding an additional NIC
to the passive (Primary) server.

This procedure assumes that Neverfail Engine is installed as a Pair with the Primary server active and
the Secondary server passive.

Shutdown Neverfail Engine on the passive server.

Navigate to Start -> Control Panel -> Administrative Tools -> Services.

Select the Neverfail Engine Service and change the Start up to Manual.

Add a virtual NIC to the Secondary server.

Restart the server.

Navigate to Control Panel -> Network and Internet -> Network and Sharing -> Change Adapter
Settings.

Right-click the newly added NIC and select Properties.

Right-click the newly added NIC and select Internet Protocol Version 4 (TCP/IPv4) and click
Properties.

9. Configure the NIC so that it does not use DHCP by temporarily entering an unused IP address (for
example, 1.1.1.1).

10. Click OK -> Ok -> Close.
If the NIC is not enabled, enable it now.

11. Open the Configure Server wizard, select the Channel tab, and double click the Channel IP Routing
you are moving to the new NIC. Select the new NIC in the drop down list and click the Edit button.

12. Navigate to Start -> Control Panel -> Administrative Tools -> Services.

13 Select the Neverfail Engine service and change the Start up to Automatic.

14. Start Neverfail Engine on the passive (Secondary) server.

15. Perform a switchover to make the Secondary server active and the Primary server passive.
16. Shutdown Neverfail Engine on the (Primary) passive server.

17. Navigate to Start -> Control Panel -> Administrative Tools -> Services.

18. Select the Neverfail Engine service and change the Start up to Manual.

19. Add a virtual NIC to the Primary server.

20. Restart the server.

ok wdhpRE

© N
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21. Right-click the newly added NIC and select Properties.
22 Select Internet Protocol Version 4 (TCP/IPv4) and click Properties.

23. Configure the NIC so that it dows not use DHCP by temporarily entering a unused IP address (for
example, 2.2.2.2).

24. Click OK -> Ok -> Close.
If the NIC is not enabled, enable it now.

25. Open the Configure Server wizard, select the Channel tab, and double click the Channel IP Routing
you are moving to the new NIC. Select the new NIC in the drop down list and click the Edit button.

26. Start Neverfail Engine on the passive (Primary) server.
27. Allow the server to synchronize. Once synchronized, perform a switchover.

Business Application Groups

Neverfail Continuity Engine offers the ability to group application servers together creating a Business
Application Group. Business Application Groups are a grouping of servers that share a common
purpose such as Microsoft Exchange servers, BlackBerry Enterprise servers, or Microsoft SQL servers
for monitoring and management purposes. With the Business Application Plug-in installed, Neverfail
Continuity Engine provides the ability to manage groups of servers as a single entity and perform
switchovers of a complete group from one site to another.

Installing the Business Application Plug-in

The Business Application Plug-in (Busi nessAppl i cat i onNFPl ugi n. dl I ) isinstalled after installing
Neverfail Engine.

Prerequisites
Prior to installing and configuring the Business Application Plug-in, complete the following:

» If you are not using the same host name for all servers in a Cluster, you must configure Alternate
IP addresses on all servers in the Secondary sites.

» Configure persistent static routes for the Neverfail Channel between the servers within a Business
Application Group site as explained below:

- Configure persistent static routes between all of the Primary servers within the Business
Application Group at the Primary HA site.

- Configure persistent static routes between all of the Secondary servers within the Business
Application Group at the Secondary HA site.

- Configure persistent static routes between all of the servers within the Business Application
Group at the DR site.

Note: Add persistent routes with a lower metric to allow them to be attempted first.

1. Download the Z- SW Busi nessAppl i cati onPl ugi n. 201. 5. [ n] . zi p file to a temporary
location on the active server in the cluster.

Note: The Busi nessAppl i cati onNFPI ugi n. dl | must be downloaded and installed on each
cluster server to be included in the Business Application Group.

2. Extract the archive . zi p file.
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3. Launch the Neverfail Advanced Management Client and navigate to the Applications: Plug-ins

page.

I Fila Preferances Halp

lsilefoi(3] e & @ a(a]

[ sanvs | 500 | [ sorwr | vietwons [ Aopicatons
* @O Groups || summay  Sensces Tasks  Rules
* (@O <Detauti Group= |
& Icaihost Plug-ins.
mstall.. | Uninstal | Edit
@ shareroint —— -

Plug-in | Wersion | ]
FileServertiF Flugin dil 2015622071 FileBener Prodect quotas: False Force dloswee of apen shared files on swilchover: False.
SyatemMontarNIFPlugin gl 401.0.222971 Syatem Protec Diagnoatic Senios True Proted Task Scheduler False
VenadapbeehFPiugin dil 2015222971 whphene inlegration wCenber ConmecianiP Address fFODMN: Part Usemame: Passwoed ****De..

(ﬁ.‘) Neverfall

Figure 132: Applications: Plug-ins Page

. Click Install.
. Browse to the location of the Busi nessAppl i cati onNFPI ugi n. dl | file and select the file.

Please enter a plug-n path

sssApplicationhFPIegin201.5 2BusinessApplicationhFPiugin.dil i Browst._.

Microsofrs Certified for Windows Server 2008 R2 lego applies 1o he
core produd only, application pluging are not currently cortified.

(Lo ] | cancer

Figure 133: Install Plug-in Dialog

. Click OK.
. Repeat the process on each Cluster to be included in the Business Application Group.

Important: Once the Business Application Plug-in has been installed, Neverfail recommends
that you do NOT edit the Business Application Plug-in directly but rather use the Edit Business
Application Group Wizard to make changes to the plug-in parameters.
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Creating a Business Application Group

When the Neverfail Engine Business Application Plug-in is installed it is initially in an unconfigured
state. The Unconfigured icon appears in the left pane of the Neverfail Advanced Management Client
under Servers. All servers listed in the Unconfigured category are available as Business Application
Group candidates and may be added to a Business Application Group. Add the appropriate servers
to a Business Application Group to monitor or manage servers with a common function or purpose as
a group.

Prerequisites

The Neverfail Advanced Management Client requires that you have access to a minimum of two
Neverfail Continuity Engine clusters displayed in the Servers pane as Unconfigured to create a new
Business Application Group.

1. Launch the Neverfail Advanced Management Client.

2. Navigate to File > Add Business Application Group.
The Business Application Group Wizard is displayed.

Create Business Application Group Wizard -

Creating a Business Applcation Group

In order to create 3 Business Applicalion Group you must be conneched
to at laast bwo dusters, and they both need to have the Business
Appiication Plug-in installed

Before clicking niod, make Suné thal 2l e Senvirs you wan io incude in

e new group are preésent in the senvers ige on e left of the main GUI,
under “Un-configured

| Mt |

Cancel

Figure 134: Business Application Group Wizard

3. Review the information in the Create Business Application Group Wizard and click Next.
The Enter Basic Group Information page is displayed.
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Create Business Application Group Wizard -

Entier Basic Group Information

Business Application Group Mame
ShareFoint Gp
Primary Site Mame
Azt
Secondary Site Marme
Lag Vegas|

<<Hack | | Mex=>

| cancel

Figure 135: Enter Basic Group Information Page

4. Enter a name for the Business Application Group into the text field.

Note: The name of the Business Application Group cannot exceed 15 characters.

5. Add the name of the Primary Site.

6. Add the name of the Secondary (DR) site and click Next.
The Add Servers to Business Application Group page is displayed. A list of available servers
is displayed in the left pane of the dialog.

Create Business Application Group Wizard -

Add servers to the Business Application Group

Avadlable Servers Atded Servers
[tocamost =
192168015
L=
L=
=

<<Hack | | Mex=>

| cancel

Figure 136: Add Servers to Business Application Group Page

7. Select the servers to join the Business Application Group and click the > button to add the servers
to the Business Application Group. Click Next.
The Select First Server to Switch page is displayed.
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Select the server you want to be the first to switch within the Business Application Group. Click

Next.

Create Business Application Group Wizard ll'

Select the server that neads to be started first

Whith Making a Busingss Asphicalion Group Acthae al 3 site, the duster
specified here will be starfed first If the specified duster is not
contactable, then the first contactable cluster in the group will be stamed
first instead.

Serners

Tocalhost |

192.168.015

<<Hack | | Mex=>

| cancel

Figure 137: Select First Server to Switch Page

Note: Neverfail Engine will attempt to switch the server indicated in step 8 above but in the event
that the server is unavailable, Neverfail Engine will continue to switch other servers in the Business

Application Group.

The Create Business Application Wizard Complete page is displayed.
. The Create Business Application Wizard Complete page informs you that you have successfully

created a Business Application Group and can now take advantage of Neverfail Engine’s Site

Switchover capabilities discussed in Site Switchover. Click Finish.

Create Business Application Group Wizard ll'

Create B A Wizard C

You have successhully completed the Create Busingss Application
Wizard. Click the “finish” buthon lo apply your setings and creae the
group.

<< Hack
| Finish | | cancal

Figure 138: Create Business Application Wizard Complete Page

Neverfail
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Editing a Business Application Group

Engine Management Service allows you to edit the configuration of an existing Business Application
Group.

1. Navigate to File > Edit Business Application Group or click on the Edit Business Application
Group button.
The Edit Business Application Group Wizard is displayed.

Edit Business Application Group Wizard E3)

Editing a Business Application Group
Thig Wizard will guide you through the process of ediling a Business

Appication Group,
Chick next o bagin.

| Mest=

| cancel

Figure 139: Edit Business Application Group Wizard

2. Click Next.
The Enter Basic Group Information page is displayed.

Edit Business Application Group Wizard =

Entitr Basic Group Information

Business Application Group Name
SnarePoint G|

Primary Site Mame
Austin

Secondary Site Name
Las Vegas

<= Back | | Meod 2>

| cancer

Figure 140: Enter Basic Group Information

3. Editthe name of the Business Application Group, Primary Site, and/or the Secondary Site and click
Next.
The Select First Server to Switch page is displayed.
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Edit Business Application Group Wizard E3)

Select the server that neads to be started first

Whith Making a Busingss Asphicalion Group Acthae al 3 site, the duster
specified here will be starfed first If the specified duster is not
contactable, then the first contactable cluster in the group will be stamed
first instead.
Serners
localnost
192.168.0.15

<<Hack | | Mex=>

| cancel

Figure 141: Select First Server to Switch Page

4. Select the server you want to be the first to switch within the Business Application Group and click
Next.
The Edit Business Application Wizard page is displayed.

5. Click Finish.

Dissolve a Business Application Group
The Dissolve Business Application Group feature of the Neverfail Advanced Management Client allows
you to remove a Business Application Group without removing the servers from the Neverfail Advanced
Management Client.

1. Using the Neverfail Advanced Management Client, select the Business Application Group to be
dissolved.

Note: If you do not intend to recreate the Business Application Group, you must remove the
Business Application Plug-in from each server in the Group.

2. Navigate to File > Dissolve Business Application Group.
™

Filg Preferances Help

+ | B » || e B B8 =

_l Servers Sitesl Business Application Group: SharePoint Gp
v @3 Groups i jpe— -
[  <Default Group= a3 b ACtive Make Second
Iﬁ SharePaint Sanvar T
¥ @ ShareFoint Gp localhost PRIMARY
& 1ocamost 192 168.0.15 EEILE'BI_
&) 192.1680.15

Figure 142: Dissolve Business Application Group - Tool bar Button
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¢+ Neverfail Heartbeat Management Client

Z1CN Preferences Help

4k Add Connadlion

B~
E>'.
‘b Add Group

2 Edit Business Application Group...

|7 Dissolve Business Application Group...

Exit

Figure 143: Dissolve Business Application Group - File Menu

A dialog is displayed asking if you are sure you want to dissolve the Business Application Group.

Select an Option x|

@ Afe you sure you wand lo dissolve the selected Business Application Group?

(s [ 1w |

Figure 144: Dissolve Business Application Group - Confirmation Dialog

3. Click Yes to dissolve the Business Application Group.

Business Application Switchover

Neverfail Engine provides the ability to perform a managed switchover of a Business Application Group
thereby allowing the administrator to transfer the load of the active servers in the Business Application
Group to a secondary site with a single operation.

In the event that one of the servers in the Business Application Group should fail, the administrator
can perform a managed switchover to the secondary site thereby maintaining continuous availability
for users. Additionally, for maintenance and management purposes, the administrator can perform a
managed switchover to the secondary site for all servers in the Business Application Group with the
click of a single button.

The Business Application Group Summary page provides an overview of all servers within the
Business Application Group. Selecting an individual server within the group displays information that
is specific to the selected server.

= Advanced Management Client [= T

Fila Prafprences Halp

| B » (4| 9 B B 8B
Y
SHIEE | SheR | Business Application Group: SharePoinl Gp Active Site: Austin Primary Site: Austn Secondary Site: Las Vegas
v @O Groups .
[~ i | Make Secondaty Site Active...
SharePolnt SeIver Adlive Sanver Stz Apglications Mgtwaek Fibe Syslam Ragisiry |
¥ W4 SharePoint Gp localhast PRILARY Replicatng & oK & oK & Smechronized & sinchronized
—
&2 lncaihost 153 1 15 PRILARY Replicating Sox & oK % Smchronized %) Sancheonized
(3 192.168.0.15
¢ Neverfail
L

Figure 145: Business Application Group Summary Page
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Performing a Business Application Switchover

L

Launch the Neverfail Advanced Management Client.
. Select the Servers tab in the left pane.

3. Inthe Servers pane, select the Business Application Group to switch.
The Business Application Group Summary page is presented.

N

4. To perform a managed switchover, click:
Option Description
Make Secondary Site Active Switches the active operational load from the current (Primary) site to an
alternate Secondary site
Make Primary Site Active Switches the active operational load from the current (Secondary) site to the
Primary site
e Advanced Management Client |;|£-
Fila Preferences H¢|F
2@ & (%) B (@) W) 8
_[ Senvers | s | Business Application Group: SharePain! Go Active Site: Austin Primary Site: Austn Secondary Site: Las Vegas

v @3 Groups
] Oetault Grougs

Make Secondaey Site Active.

Adtive Served Salug

&

plicalions Hetwork File Syslam Ragisiy

ca
FRILARY Replicating & oK oK & Smchronized & Smechronized
PRILARY Replicating SoK & oK & Smchronized {3 Smchronized

Er*?) Neverfail
v

Figure 146: Business Application Group Summary Page

The active servers at the current site become passive and the passive servers at the opposing site
become active.

Site Switchover

When Neverfail Engine is deployed for Disaster Recovery in a pair, Neverfail Engine can be configured
to perform a managed switchover at the site level.

When the Business Application Plug-in is installed and Business Application Groups are configured,
Neverfail Engine can provide a single button action to switch the active load of all Business Application
Groups in a single site to a Standby Site and back again as required.

This feature can be used when a Business Application Group member server has failed, an application
running on one of the servers has failed and cannot be restored, or a total site outage has occurred.

If the server that fails is the server configured to switch first, the Neverfail Advanced Management
Client will be unable to connect to the host name and after a retry, will attempt to connect via the
Alternate IP address. If the Alternate IP address has not been configured, then the connection will
drop out of the group and commands to switchover cannot be sent.

In the event of a WAN outage, the administrator needs to ensure that if the standby site is made active,
then the administrator must shut down the previously active site to prevent both sites from being
simultaneously active. To prevent both sites from being active at the same time, the administrator
should shut down the active site prior to making the Standby Site active. A site switchover assumes
that the Primary Site has experienced a total failure and that the servers in the Primary Site are not
longer running. If this is not the case, the administrator is responsible for shutting down the previously
active site.
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Performing a Site Switchover

Procedure
1. Launch the Neverfail Advanced Management Client.
2. Select the Sites tab in the left pane.
-] Advanced Management Client |L|£-
Fila Preferences Hﬂlp
5 B = + @ ® B 8B B
[ serers [ stes Business ApplCaton Groups Actie al Site: Austin
v (@) Sites o
ke Passive on this Sibe_
¥ O Las vegas
Busingss Applcation Groug Frimary S#e ‘Secondary Site Sas |
ShanPonl Gp Mgzt Las Vegas S ox
Bugingess Apphialion Groups Passhe 3l Sile Austin
cr_\) Busingss Apploation Groug Frimary S&e ‘Secondary Site Sas |
-\ Neverfal
Figure 147: Neverfail Engine Sites Overview Page
3. Select the Site to change.
4. Click:
Option Description
Make Passive on this Site The currently active site
Make Active on this Site The currently passive site

Note: If you select the currently active site, only the Make Passive on this Site button is available.
If you select the currently passive site, only the Make Active on this Site button is available.

Perform a Site Switchover when the First Server to Switch is Unavailable
In the event that the First to Switch server in the Business Applications Group can not be contacted
to perform a switchover, you can perform a switchover by performing the steps below:

Procedure

1.

a s~ D

Launch the Neverfail Advanced Management Client.

Login to Neverfail Engine on the Disaster Recovery server of the First to Switch Cluster.
Navigate to the Server: Summary page.

Select the Disaster Recovery server icon.

Click the Make Active button.
The Disaster Recovery server of the First to Switch Cluster becomes active.

Uninstall the Business Application Plug-in

The Neverfail Advanced Management Client allows you to uninstall the Business Application Group
Plug-in on-the-fly without stopping Neverfail Engine.
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Prerequisites

If the Business Application Plug-in must be uninstalled for any reason, you must first dissolve the
Business Application Group and then uninstall the Business Application Plug-in. After uninstalling the
Business Application Plug-in, you can then reinstall the plug-in and create a new Business Application
Group.

1. After dissolving the Business Application Group, select the server to have the Business Application
Plug-in uninstalled.

Navigate to the Applications: Plug-ins page of the Neverfail Advanced Management Client.
Select the server on which to uninstall the Business Application Plug-in.

Select the Busi nessAppl i cati onNFPI ugi n. dl |

Click Uninstall.
The Business Application Plug-in is uninstalled.

a s~ DN

Note: When upgrading the Business Application Plug-in on a server in a Business Application
Group, you must upgrade the Business Application Plug-in on all other servers in the Business
Application Group.

Configure Event Log Files

To configure default settings for log files, click Configure to invoke the Event Log Configuration
dialog. Select the General tab to configure the log file. This dialog allows you to define where the
exported comma separated variable file is stored and the name of the file by entering the path and
filename manually or browsing to a location using the browse feature. Click Browse to open an Explorer
type interface and navigate to the appropriate location.

i Event Log Configuration -
Mail Log File | General |
Capacity
Record at most 300 E] events
Export
Exportlogto CNeverfailHeartbeatEventLog.csv Browse... |
OK Cancel |

Figure 148: Event Log Configurations: General

The length of the event list can also be adjusted using the Record At Most option. The default is to
record 300 events but changing the value increases or decreases the length of the log list accordingly.
After the logs are configured, click OK to commit the changes.
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Review Event Logs

The events that Neverfail Engine logs are listed chronologically (by default) in the Event Log pane,
the first log appears at the top and subsequent logs below it. The display order for the events can be
sorted either descending or ascending by clicking on the column heading.
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Figure 149: Event Log page

The events listed in the Event Log pane show the time the event happened, its importance, the type
of event that triggered the log, and its detail.

Since the detail in the data grid is truncated, it may be necessary to review the log in more detail by
double-clicking its entry in the pane.

Time: 12022017 19.07:42
Type: ‘Sensce Stalus Infe &
Source: SECONDARY

Impodiance: i Infermational

WinHTTP Web Prosy Aulo-Discovery Senice senice is Slopped

(e |

Figure 150: Event Log Properties
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The Event Properties dialog gives the full detail and trace of the log that caused the event along with
the source of the error aiding in troubleshooting. Further logs can be reviewed without having to close
this window by using the Up and Down arrows of the dialog box to scroll through the list of logs. This
can help identify the source of the problem when many simultaneous events occur. The Event
properties dialog may be closed by clicking Close.

There are four categories of importance of events that Neverfail Engine by default is configured to log:

Table 3: Neverfail Continuity Engine Event Categories

Icon Definition

@ These are critical errors within the underlying operation of Neverfail Engine and can be considered critical to the operation of
the system.
@ Warnings are generated where the system finds discrepancies within the Neverfail Engine operational environment that are

not deemed critical to the operation of the system.

@ System logs are generated following normal Neverfail Engine operations. Review these to verify the success of Neverfail
Engine processes such as file synchronization.

0 Information events are similar to system logs but reflect operations carried out within the graphical user interface rather than
operations carried out on the Neverfail Engine Server service itself such as logging on etc.

The list of logs that Neverfail Engine records may be filtered to hide less important logs by clicking
Filters to invoke the Event Log Filters dialog, selecting the Show Events of at Least check box in
the Importance group, selecting the importance level from the drop down list, and clicking OK. Only
logs equal to or above the selected severity are displayed.

= Event Log Filters -

Time
/] Only show events from 51715 12:37 PM Ej until S5 1237 FM E'

Importance

Show events of at least l! ;J Warning X l importance

Figure 151: Event Log Filters

You can filter logs to display a subset of entries between a specific date and time range by selecting
the Only Show Events From check box and adjusting the start and end date, time, and clicking OK.

Table 4: Event Log Buttons

Icon Definition

il Remove all entries from the event log — Click to clear the list.

[ Export event log as comma-separated text — Click to export the list to a comma separated variable file. Configure
the data export file name and path through the Event Log Configuration dialog (click Configure).

g Mail event log to recipients immediately — Click to email the list to recipients immediately.
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Troubleshooting

Two Active Servers

The occurrence of two active servers is not by design and when detected, must be resolved immediately.
When there are two identical active servers live on the same network, Neverfail refers to the condition
as Split-brain syndrome.

Symptoms
Split-brain syndrome can be identified by the following symptoms:

1. Two servers in the Cluster are running and in an active state. This is displayed on the task bar icon
as P/A (Primary and active) and S/A (Secondary and active).

2. An IP address conflict may be detected in a Cluster running Neverfail Engine on the Public IP
address.

3. A name conflict may be detected in a Cluster running Neverfail Engine. In a typical WAN
environment, the Primary and Secondary servers connect to the network using different IP addresses
and no IP address conflict occurs. If the servers are running with the same name, then a name
conflict may result. This happens only when both servers are visible to each other across the WAN.

4. Clients (for example, Outlook) cannot connect to the server running Neverfail Engine.

Causes

Two active servers (Split-brain syndrome) can be caused by a number of issues. It is important to
determine the cause of the Split-brain syndrome and resolve the issue to prevent reoccurrences of
the issue. The most common causes of two active servers are:

* Loss of the Neverfail Channel connection (most common in a WAN environment)
» The active server is too busy to respond to heartbeats
» Mis-configuration of the Neverfail Engine software

Resolutions

After split-brain syndrome has occurred, the server with the most up-to-date data must be identified.
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Note: ldentifying the wrong server at this point can result in data loss. Be sure to reinstate the correct
server.

The following can help identify the server with the most up-to-date data:

1. Review the date and time of files on both servers. The most up-to-date server should be made the
active server.

2. From aclient PC on a LAN, run nbt stat - A 192. 168. 1. 1 where the IP address is the Public
IP address of your server. This can help identify the MAC address of the server currently visible to
clients.

Note: If the two active servers have both been servicing clients, perhaps at different WAN locations,
one and only one server can be made active. Both servers contain recent data, which cannot be
merged using Neverfail Engine. One server must be made active and one server passive before
restarting replication. After replication is restarted, ALL data on the passive server is overwritten by
the data on the active server. It may be possible to extract the up-to-date data manually from the
passive server prior to restarting replication. Consult the Microsoft knowledge base for information
regarding various tools that may be used for this purpose. For further information, contact your
Neverfail Support representative.

To Resolve Two Active Servers (Split-Brain Syndrome), perform the following steps:

1. Identify the server with the most up-to-date data or the server you prefer to make active.

2. Shutdown Neverfail Engine on all servers (if it is running).

3. Onthe server you select to make passive, right-click the task bar icon, and select Configure Server
Wizard.

4. Click the Machine tab and set the server role to passive.

Note: Do not change the Identity of the server (Primary or Secondary).

5. Click Finish to accept the changes. Reboot this server.

6. Start Neverfail Engine (if required) and verify that the task bar icon now reflects the changes by
showing P/- (Primary and passive) or S/- (Secondary and passive).

7. On the active server, right-click the task bar icon and select Server Configuration Wizard.

8. Click the Machine tab and verify that the server role is set to active.

9. Click Finish to accept the changes. Reboot this server.

Important: As the server restarts, it connects to the passive server and starts replication. When
this happens data on the passive server is overwritten by the data on the active server.

10. Start Neverfail Engine (if required) and verify that the task bar icon now reflects the changes by
showing P/A (Primary and active) or S/A (Secondary and active).

11. Log into the Neverfail Advanced Management Client .
12 Verify that the servers have connected and replication has started.

Two Passive Servers

The Primary and Secondary servers are both passive at the same time.
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Symptoms

The first indication that Neverfail Engine may be experiencing two passive servers is when users are
unable to connect to protected applications. This situation can prove serious to your business, and
must be addressed immediately. If you have already configured alerts, you are notified that replication
is not functioning properly.

Causes

Two passive servers generally results from some kind of sudden failure on the active server — for
example, unexpected termination of the Neverfail Engine R2 Service, a transient power failure, a
server reset triggered from hardware power or reset buttons, or any other type of unclean shutdown.
Following an unclean shutdown, an active server automatically assumes the passive role to isolate
itself from the network until the failure can be investigated.

The active server suffers a failure before completion of the handshake, which establishes the
Neverfail Channel. In this situation, the passive server has no way of detecting that the active server
is not responding when the failure occurs - no channel connection was established, so it is impossible
for the passive server to determine the condition of the active server. The active server may suffer
a transient failure as described above; and the passive server cannot respond by failing over into
the active role. This leaves both servers in the passive role.

Both Primary and Secondary server experience a power outage simultaneously (for example,
because they are using the same power source and neither is attached to a UPS). In this situation,
a failover is not possible. When the servers are restarted, each displays the following error message:
Cannot start replication because previous run did not shutdown properly.
Check configuration.

Note: If an attempt is made to start Neverfail Engine without reconfiguring one server as active,
Neverfail Engine responds with the warning: No acti ve server anongst [ PRI MARY,
SECONDARY]

Resolution

To resolve two passive servers, perform the following steps:

1.
2.

Determine which server to make active.

If Neverfail Engine is running on either server, shut it down. Leave any protected applications
running on the server you selected to make active.

On the server you selected to make active, open the Configure Server Wizard, and select the
active role. Do NOT change the Identity (Primary / Secondary). Save the changes and exit the
wizard.

On the server you selected to make passive, open the Configure Server Wizard, and confirm that
the role is passive. Do NOT change the Identity (Primary / Secondary). Exit the wizard.

Reboot all servers. This ensures that all protected application services are stopped on the passive
servers and started on the active server..

Start Neverfail Engine on both servers.

Invalid Neverfail Continuity Engine License

The Neverfail Continuity Engine License is generated from the HBSIG of the host machine. This unique
key is generated by examining the Fully Qualified Domain Name (FQDN), Machine SID, and software
installed on the server. A valid license key must match the HBSIG.
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Symptoms

During normal operations, you receive an error message stating your Neverfail Engine License key
has expired or Neverfail Engine fails to start after rebooting the server or stopping Neverfail Engine.

Causes
A license key can become invalid for any of the following reasons:

» Taking a server out of a domain and adding it to another domain.

» The Neverfail Engine License has expired - If a licensing problem arises during an implementation,
Neverfail may provide a temporary or time-limited license so that the implementation can proceed.
Temporary or time-limited licenses have a defined expiration date, and prevents Neverfail Engine
from starting when the date is exceeded.

» Windows Management Instrumentation (WMI) hung or not running. Neverfail Engine uses WMI to
validate the license on the Primary server and if WMI is hung or not running validation cannot
complete.

Resolutions

1. Ifthe invalid license error is due to changes in the domain status of the Primary server, or expiration
of a temporary or time-limited Neverfail Engine License key, simply generate request a new license
key for the Primary server.

2. If the invalid license error is not due to expiration of a temporary or time-limited Neverfail Engine
License key, review the Windows Services and ensure that WMI is running. If WMI is running, stop
the WMI Service, restart it, and then attempt to start Neverfail Engine.

Synchronization Failures

When Neverfail Engine is started, a Full System Check runs to ensure that:

« All protected Registry Keys and values from the active server are present on the passive servers.
» All protected File/Folder structures from the active server are present on the passive servers.

After the Full System Check finishes, the File System Status and the Registry Status should be in a
Synchronized status. There may be cases when the File System Status or the Registry Status is shown
as Out-of-sync or Synchronized and busy processing. Some of the cases are described below, with
possible reasons and workarounds.

Services Running on the Passive Server

Symptoms

File System Status is Out-of-sync or Synchronized and busy processing.

Causes

A service that is running on the passive server may open a protected file for exclusive access. If
Neverfail Engine attempts to update a file which has been opened in this way, the following error is
logged by the Apply component:[ N29] The passi ve Neverfail Continuity Engi ne server
attenpted to access the file: {filenanme}. This failed because the file was
in use by another application. Please ensure that there are no applications
whi ch access protected files running on the passive.
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Services that keep files locked on the passive server might be:

* Protected application services

* File-level anti-virus tool services

» The NNTP service in a Neverfail Engine for IIS deployment (if the \ | net pub folder is shown as
Out-of-sync)

» 1ISAdmin service in a Neverfail Engine for IS deployment (if
C: \ W NDOWB\ syst enB2\ i net srv\ Met aBase. xnl is shown as Out-of-sync). lISAdmin service
starts on the passive after a reboot of the server and must be stopped manually.

Resolutions

Until the file is closed on the passive server, Neverfail Engine reports that the file's status, and hence
the File System Status, is Out-of-sync.

To resolve an Out-of-sync system status, take the actions below:

1. Ensure Protected Application services are set to Manual on both servers and that they are not
running on the passive server(s).

2. Ensure that the Recovery Actions set from the Service Control Manager (SCM) for the Protected
Application services are Take No Action (otherwise, the Protected Application services are restarted
by the SCM).

3. Ensure that file-level anti-virus is not part of the protected set as the file-level anti-virus and the
corresponding services are running on both servers.

4. Ensure the NNTP service is not running on the passive server in a Neverfail Engine for 11S
deployment (if \ | net pub folder is shown as Out-of-sync). This is valid for some of the Exchange
implementations as well, where IS Admin is protected.

5. Ensure that ISAdmin is not running on the passive server in a Neverfail Engine for IS deployment
(if C: \ W NDOWB\ syst emB2\ i net srv\ Met aBase. xnl is Out-of-sync) if ISAdmin service is
started on the passive.

Neverfail Channel Incorrectly Configured
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Symptoms

If the Neverfail Channels are not properly configured, they cannot initiate the handshake to establish
communications through the channel connection. Failure to establish the channel connection prevents
a Full System Check and leaves the File System Status and Registry Status as Out-of-sync.
Causes

The most common Neverfail Channel configuration errors are:

« Channel IP addresses configured in different subnets (in LAN configurations)
* In a WAN configuration, no static routes between the channel NICs

Resolutions

To resolve a Neverfail Channel configuration error:

1. Verify that channel IP addresses are properly configured.

2.In a WAN configuration, verify that static routes between channel NICs are properly configured.

3. Ensure that NetBIOS settings on the channel NICs have been disabled.
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Incorrect or Mismatched Disk Configuration
Common disk configuration errors which may affect a Cluster:

Symptoms

When Neverfail Engine starts, the complete set of File Filters is checked for consistency. If any of the
entries points to a non-existent drive letter or to a non-NTFS partition, the list of File Filters is reset to
the default value of C: \ Pr ot ect ed\ **.This is a safety measure; Neverfail Engine requires the same
drive letter configuration on the Primary and Secondary servers, and only supports protection of NTFS
partitions.

Causes

Different partition structures on the Primary and Secondary servers, resulting in one or more file filters
pointing to drives which cannot be protected on all servers. For example:

» The Primary server has drive G , which is a valid NTFS patrtition; but there is no corresponding
drive on the Secondary server

» The Primary server has drive G , which is a valid NTFS partition; but the equivalent drive on the
Secondary server is a CD / DVD drive or a FAT / FAT32 patrtition, which cannot be protected by
Neverfail Engine.

In either case, if a file filter is configured to protect a directory on drive G , the entire filter set is rejected
and the filters are reset to the default value of <W ndows dri ve>\ Prot ect ed\ **
Resolutions

If this occurs, follow the steps documented in KB-500 — The set of File Filters is reset to C:\Protected\**.
What should | do next?

The Passive Server has Less Available Space than the Active Server

Free up some additional disk space on the passive server. Make sure you are not deleting data from
the protected set as you might lose data in the event of a switchover. This may require you to update
the disk subsystem on the passive server. When complete, you must manually start replication.
Symptoms

Replication stops and the following error is reported:

[N27] Failed to wite information for the file: {filenane} to the disk.
Either the disk is full or the quota (for the SYSTEM account) has been
exceeded.

Causes

The passive server has less available disk space than the active server and this prevents replication
of updates to the passive server because the quantity of updates from the active server exceeds the
available disk space on the passive server.

Resolution

Free up some additional disk space on the passive server. Make sure you are not deleting data from
the protected set as you might lose data in the event of a switchover. This may require you to update
the disk subsystem on the passive server. When complete, you must manually start replication.

Neverfail 151



Administrator's Guide

Unprotected File System Features

Symptoms

Another possible reason why Neverfail Engine cannot synchronize certain files or directories is the
presence in the replication set of so-called “unprotected” file system features.

The default behavior for Neverfail Engine in the presence of Unprotected Features from category 2
(Extended Attributes and file encryption) is to log an error and set the File System Status to Out-of-sync.
If these types of files are present in the replication set, replication continues, but the system remains
Out-of-sync.

Causes

Neverfail Engine does not synchronize if the replication set contains files with unprotected file system
features. Unprotected file system features are described by category in KB-321 — Neverfail for File
Server: Unprotected Features of the Windows 2008 File System.

Resolutions

Two methods of dealing with these Unprotected Features are described in KB-321 — Neverfail for
File Server: Unprotected Features of the Windows 2008 File System. If these features are not essential
for the normal operation of your file system, zipping and unzipping the affected files within their parent
directory removes the Unprotected Features, allowing the Neverfail Engine to synchronize the file
system.

Registry Status is Out-of-Sync
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The Registry may be reported as Out-of-Sync when one or more Registry keys fail to synchronize.
There are at least two possible reasons.

Resource Issues

Symptoms

Neverfail Engine logs the following error message:

Call to RegOpenKeyEx failed: on <Reg Key> : Insufficient systemresources
exi st to conplete the requested service

Causes

One or both of the servers are running low on virtual memory.

Resolutions

This is usually a sign that the server does not have enough virtual memory left. Restart the server to
correct this problem.

Registry Security Issues

Symptoms

Neverfail Engine is unable to read/sync/replicate the registry.
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Causes

If a protected registry key has permissions that deny Write access to the System account, Neverfail
Engine may be unable to synchronize or replicate it.

Resolutions

Change the permissions on the affected registry key to grant the System account Full Control.

Channel Drops

Performance Issues

Symptoms

The message j ava. i 0. | OException: An existing connection was forcibly closed
by the renote host appears in the active server's NFLog. t xt file, and the channel connection
between the servers is lost.

Causes

This condition is unusual and generally points to an application, or Windows itself, experiencing a fault
on one of the passive servers. The most likely issue here is a sudden reboot / restart of the passive
server and may be due to one of the following causes:

» The server is configured for automatic software update management and some updates force a
server reboot.

» There is a software or Operating System issue which occasionally results in a BSOD and system
restart.

» The Neverfail Continuity Engine R2 service itself experiences problems and may hang or terminate
unexpectedly.
Resolutions

» Determine the likely source of the hang or reboot by examining the Windows event logs.

» Alternatively, if the server does not show any evidence of a system restart or application hang, the
issue may be due to one or both of the channel NICs forcing a channel disconnection.

Passive Server Does Not Meet Minimum Hardware Requirements

Symptoms

The data rate between the servers is very high during a Full System Check and the channel drops.

Causes

A The passive server does not meet the recommended hardware requirements for Neverfail Engine
or it meets them but is much less powerful than the other server(s) in the Cluster. The underpowered
server cannot apply the received replication data from the active or passive server at the rate that the
data is sent to the is passive server
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Resolutions

To avoid reinstalling your Neverfail Engine solution, it is best to tackle this issue by upgrading the
hardware (for example, memory and or CPU) on the passive server. It is important to establish the
identity (Primary or Secondary) of the affected server before you perform the upgrade.

Hardware or Driver Issues on Channel NICs

Symptoms

The Neverfail Channel drops or disconnects and reconnects intermittently.

Causes

» Old/wrong drivers on the channel NICs

 Ifthe physical connection used for the Neverfail Channel connection uses a hub or Ethernet switch,
a hardware fault may cause the channel to drop

» Defective Ethernet patch or crossover cables
» Improper configuration of the NICs used for the channel connection
e ISP problems in a WAN environment

Resolutions

1. Verify that channel NIC drivers are the correct/latest versions. This is a known issue with HP/Compaq
ProLiant NC67xx/NC77xx Gigabit Ethernet NICs but may affect other NIC types as well. See KB-116
— Neverfail Engine and Gigabit Ethernet NIC drivers. (NC77XX).

2. Verify hubs and Ethernet switches are operating properly. Identify and replace any defective
components.

3. Test for defective Ethernet patch or crossover cables and replace if defective.
Correctly configure the NICs used for the channel connection.
5. Verify the physical link to identify any ISP problems.

e

Firewall Connection
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In both a LAN or WAN deployment of Neverfail Engine, the channel may be connected via one or
more Internet firewalls. Since firewalls are intended to block unauthorized network traffic, it is important
to ensure that any firewalls along the route of the channel are configured to allow channel traffic.
Symptoms

The Neverfail Channel cannot connect or connects and disconnects continuously.

Causes

In a WAN deployment, port #57348 (or any other port configured for the Neverfail Channel) is closed
on one or more firewalls on the route between the channel NIC on the active server and its counterpart
on the passive server.

Resolutions

Open port #57348 (and any other port configured for the Neverfail Channel) on all firewalls on the
route between the channel NIC on the active server and its counterpart on the passive server.
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Incorrect Neverfail Channel Configuration

Symptoms

IP conflicts are encountered on one of the channel IP addresses. The Neverfail Channel does not
connect or connects and disconnects.

Causes

Identical IP addresses at each end of the channel, IP addresses in different subnets without static
routing at each end of the channel, or a channel NIC configured for DHCP when a DHCP server is
not available.

During installation, Neverfail Engine configures the channel NICs with user provided information.
Providing incorrect information or incorrectly modifying the channel NIC configuration after installation
can cause the Neverfail Channel to fail communicating.

On rare occasions, if the servers in a Cluster have NICs of the same type in a different order, both the
name and IP address of a channel NIC on the Primary server may be transferred to the Public NIC
on the Secondary server; or the name and IP address of the Public NIC may be transferred to a channel
NIC. If this happens, it can be hard to reconcile the names of the NICs with their physical identities,
making it difficult to assign the correct IP address to each NIC on the Secondary server.

Resolution

Itis part of the normal Neverfail Engine installation process to manually assign the correct IP addresses
to each NIC on the Secondary server. If there is no channel connection between the servers, verify
that the IP addresses on the Secondary server's channel NICs are correctly configured. Verify the
settings for the Public NIC, since any configuration error here may not be apparent until a switchover
is performed or a failover occurs.

It is possible to capture the identities of all of the NICs on the Secondary server prior to installing
Neverfail Engine, by opening a Windows Command Prompt on that server and executing the following
command:

i pconfig /all > ipconfig.txt

This saves the current name, TCP/IP configuration, and MAC address of each NIC on the Secondary
server to afile called i pconfi g. t xt, which is present on the server after the Plug and Play phase
of the Neverfail Engine install is complete. At this point, it is possible to compare the pre-install and
post-install state of each NIC by running i pconfi g /al | from a Windows command prompt and
comparing the output of this command with the content of the file i pconfi g. t xt . The MAC address
of each NIC is tied to the physical identity of each card, and never changes - so it is possible to identify
each NIC by its MAC address and determine its original name and network configuration, even if these
have been updated by the Plug and Play process.

Subnet/Routing Issues — In a LAN

Symptoms

The Neverfail Channel disconnects or fails to connect in a LAN deployment.

Causes

The Neverfail Channel may disconnect or fail to connect due to the Public NIC and/or one or more
channels sharing the same subnet.
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Resolutions

If Neverfail Engine is deployed in a LAN environment, the Public IP address and the channel IP address
on a server should be in separate subnets. If there are multiple redundant channels, each should have
its own subnet. Verify the network configuration for each NIC and correct any issues.

Subnet/Routing Issues — In a WAN

Symptoms

The Neverfail Channel disconnects or fails to connect in a WAN deployment.

Causes

When the Neverfail Channel disconnects or fails to connect in a WAN deployment it may be because
the static route is not configured or is configured incorrectly.

When Neverfail Engine is deployed in a WAN, it is generally not possible for the Public IP address
and the channel IP addresses to be in different subnets, since there is usually a single network path
between the two servers. To ensure that channel traffic is routed only between the endpoints of the
channel, it is necessary to configure a static route between these endpoints.

Resolutions

Refer to KB-466 — How to Create a Static Route for the Neverfail Channel Connection where the
channel and Principal Public) IP addresses are on the same subnet in a WAN environment, for a
detailed discussion about WAN channel routing issues, and for instructions on how to configure a
static route for the Neverfail Channel.

MaxDiskUsage Errors
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Disk Usage and Disk Quota Issues

Neverfail Engine uses queues to buffer the flow of replication data from the active server to the passive
server. This configuration provides resilience in the event of user activity spikes, channel bandwidth
restrictions, or channel drops (which may be encountered when operating in a WAN deployment).
Some types of file write activity may also require buffering as they may cause a sharp increase in the
amount of channel traffic. The queues used by Neverfail Engine are referred to as either the send
gueue or the receive queue with each server in the Cluster maintaining both a send queue and receive
gueue for each channel connection.

Send Queue

Neverfail Engine considers the send as 'unsafe’ because the data in this queue is awaiting replication
across the channel to the passive server and is vulnerable to loss in the event of a failover. As a result
of failover, some data loss is inevitable, with the exact amount depending upon the relationship between
current channel bandwidth and the required data transmission rate. If the required data transmission
rate exceeds current channel bandwidth, the send queue fills; if the current channel bandwidth exceeds
the required data transmission rate, the send queue empties. This situation is most commonly seen
in a WAN environment, where channel bandwidth may be restricted. In a LAN with normally high
bandwidth on a dedicated channel, the size of the send queue is zero or near zero most of the time.

Note: On a server that is not protected with Neverfail Engine, all data is technically 'unsafe’ because
it is possible to lose all data if the server fails.
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Receive Queue

The target queue on the passive server is called the receive queue and is considered safe. Neverfall
Engine considers the receive queue safe because the data in this queue has already been transmitted
across the channel from the active to the passive server, and is not lost in the event of a failover, since
all updates to the passive server are applied as part of the failover process.

The queues (on both servers) are stored on-disk, by default in the <Neverfai |l Engi ne Install
Di rect or y>\ R2\ | og, with a quota configured for the maximum permitted queue size (by default,
10 GB on each server). Both the queue location and the quota are configurable.

There are two ways to set the queue size:

» With Neverfail Engine started, open the Neverfail Advanced Management Client and select Data:
Traffic/Queues. Click the Configure button. Configure the value for the Max Disk Usage and click
OK. Itis necessary to shut down and restart Neverfail Engine (specify that the stopping of protected
applications is not necessary) for the change to take effect.

« With Neverfail Engine shut down on the active server, open the Configure Server Wizard and
select the Logs tab. Set the value of Maximum Disk Usage and click Finish.

Note: Neverfail Engine is a symmetrical system, and can operate with either server in the active
role. For this reason, the queue size is always set to the same value for both servers.

MaxDiskUage Errors

If Neverfail Engine exceeds its pre-configured queue size, it reports an error message. There are
several possible reasons for this, with the most common ones shown below.

When Neverfail Engine reports [ L9] Exceeded t he maxi num di sk usage
(NFChannel ExceededMaxDi skUsageExcept i on), the following conditions exist:

» On the active server, it indicates that the size of the send queue has exceeded the disk quota
allocated for it.

« On a passive server, it indicates that the size of the receive queue or send queue has exceeded
the disk quota allocated for it.

Neither of these conditions is necessarily fatal, or even harmful; but it is important to try to determine
the sequence of events, which led to the condition appearing in the first place.

[L9]Exceeded the Maximum Disk Usage on the ACTIVE Server

Symptoms

Replication stops and restarts or stops completely (if the event occurs while a Full System Check is
in progress) and the Neverfail Engine Event Log displays the error [ L9] Exceeded t he naxi mum
di sk usage, originating from the ACTIVE server.

Causes

As stated previously, if there is a temporary interruption in the Neverfail Channel, or there is insufficient
channel bandwidth to cope with the current volume of replication traffic, the send queue may begin to
fill. If the situation persists, the size of the queue may eventually exceed the configured disk quota.

Resolutions

Assuming there are no other channel connection issues (see KB-992 — Neverfail Channel Drops)
you can increase the amount of disk space allotted to the queues to prevent this situation recurring.
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The default setting is 10 GB, which may be insufficient on servers with a large volume of replication
traffic and/or limited channel bandwidth. If you have sufficient disk space, set the queue size to zero
(unlimited). This allows Neverfail Engine to utilize any free disk space to store the queues.

[L9]Exceeded the Maximum Disk Usage on a PASSIVE Server
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Symptoms

Replication stops and restarts or stops completely (if the event occurs while a Full System Check is
in progress) and the Neverfail Engine Event Log displays the error [ L9] Exceeded t he maxi mum
di sk usage, originating from a PASSIVE server.

Causes

» In this situation, the bottleneck lies between the Neverfail Channel NIC and the disk subsystem on
a passive server. When replication traffic passes across the channel faster than it can be written
to disk on the passive server, it is buffered temporarily in the passive server’s receive queue. As
before, if this situation persists, the size of the queue may eventually exceed the disk quota allotted.

» If the passive server is much less powerful than the active server, in terms of processor speed,
RAM or disk performance, it may lag behind the active server during periods of high replication
activity. If you suspect this is the case, it may be useful to monitor one or more Windows performance
counters to determine which component is experiencing sustained high activity. Intensive page file
use or persistently large disk queue length may indicate a problem, which can be solved by upgrading
one or more physical components of the server.

« Note that any server can be active or passive. If the Secondary server is more powerful than the
Primary server, hardware-related issues might only occur while the Secondary server is in the
active role.

Resolutions

If you have multiple physical disks on each server, it may be worth locating the Neverfail Engine send
and receive queues on a separate physical disk, away from the Windows directory, the Windows page
file, and any protected files to help alleviate disk performance issues. To do this:

1. Shut down Neverfail Engine.

2. Open the Server Configuration Wizard and select the Logs tab.

3. Set the intended path for Message Queue Logs Location and click Finish.
4. Start Neverfail Engine on all servers.

Note: The selected path is applicable only to the specific server where the change was performed.

5. You may alleviate the symptoms of this problem by simply increasing the amount of disk space
allotted to the queues. If you have reason to suspect that a hardware issue is the root of the problem,
it is better to correct that problem at the source if possible.

6. Itis also possible for the size of the receive queue to increase sharply in response to certain types
of file write activity on the active server. This is most obvious when Neverfail Engine is replicating
a large number of very small updates (typically a few bytes each) - the volume of update traffic
may be far greater than the physical size of the files on the disk, and so the receive queue in
particular may become disproportionately large. This pattern of disk activity is often seen during
the population of Full-Text Catalogs in Microsoft SQL Server.

7. Increase the amount of disk space available for the queues, as described above; it may be also
help to alleviate the issue by moving the queues to their own physical disk, or upgrading memory
or the disk subsystem.
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8. Neverfail Engine requires a certain amount of system resources for its own basic operations and
requires some additional resources for processing replication traffic. This is in addition to the
resources used by Windows and other applications running on the server (including critical
applications protected by Neverfail Engine). It is always a good idea to ensure that there are sufficient
resources for all of the applications and services running on such a server to provide maximum
performance, stability, and resilience in the face of changing client, server, and network activity.

[L20]Out of disk space (NFChannelOutOfDiskSpaceException)

Symptoms

Replication stops and the Neverfail Engine Event Log displays the error [ L20] Qut of di sk space,
originating from either server.

Causes

This is similar to the [ L9] Exceeded t he maxi num di sk usage scenario, with one important
difference - one of the queues has exceeded the amount of physical disk space available for it, without
reaching its quota limit. So, for example, if the maximum queue size is set to 10 GB, but only 3 GB of
physical disk space remains, this message is reported if one of the queues exceeds 3 GB in size.

Resolutions

The strategy for dealing with this is simple - it is necessary either to free up more disk space, or to
move the queues to a disk with sufficient free space to accommodate queue sizes up to the limit
configured for Maximum Disk Usage.

Application Slowdown

Any piece of software installed on a server or workstation consumes a finite amount of system resources
when it runs, and it must share the resources it uses with any other applications, which are running
at the same time. If the total resource requirement for the applications exceeds the available physical
resources, the operating system gracefully attempts to provide resources but some applications may
be under-resourced. This may mean that an application cannot obtain enough memory to operate
normally, or that a process is required to wait to access the hard disk.

In a situation where applications are competing for resources, it is likely that one or more applications
suffer from poor performance. Operations performed by the application may take longer than usual to
complete, and in turn, may affect the time required to log in to a remote client, or to open or save a
file. This is true for both servers running Neverfail Engine and for servers running any other application.
Neverfail Engine is able to monitor system performance counters and provide warnings if predefined
thresholds are exceeded, but it does not actively manage system resources for other applications.
Like any other application, it also requires a finite amount of resources for its own operations in addition
to the resources used by the operating system and the protected application.

Itis very important to ensure that the machines hosting Neverfail Engine meet recommended hardware
requirements and are powerful enough to cope with the load imposed by Neverfail Engine, the protected
application, and any other critical applications. Neverfail SCOPE Data Collector Service provides users
with the information to make this decision at install time, and can monitor server performance while
Neverfail Engine is running.
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Poor Application Performance

Symptoms

The servers are unable to accommodate the load placed upon them during normal operation.

Causes

This may be due to the active server's resource usage in one or more areas being close to the maximum
possible before Neverfail Engine was installed.

Resolutions

Neverfail SCOPE Data Collector Service is designed to report on these types of conditions, and can
provide warnings if CPU usage or memory usage exceeds a certain percentage of the available
resource. The information provided by Neverfail SCOPE Data Collector Service means that the risk
of application slowdown could be minimized by performing any recommended hardware upgrades on
the active server before Neverfail Engine is installed.

Servers Could Accommodate the Initial Load but the Load has Increased

Symptoms

Application response times have slowed in response to increased user activity.

Causes

It is also possible that the servers may be able to operate normally when Neverfail Engine is first
installed, with performance decreasing because of an increase in user activity - for example, the
number of users on your Exchange system may increase, or the typical usage pattern for a user may
become more intense. This may be a gradual and sustained increase over time; or it may be transient
if some specific event triggers a temporary surge in user activity.

Resolution

If the situation is sporadic, it may correct itself when the load decreases. If the increase is sustained
and permanent, it may be necessary to upgrade the server hardware to compensate.

One Server is Able to Cope, but the Other Cannot
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Symptoms

Applications operate normally when the Primary server is active but slow when the Secondary server
is active (or vice versa).

Causes

If there is a large discrepancy in the processing power between the servers, it may be that one of the
servers can handle the operational load, and the other cannot. The load on a server is generally higher
when it is in the active role and the protected application(s) started, so it is possible that applications
run successfully when the Primary server is active, but may experience performance issues when the
Secondary is active (or vice-versa). Problems may arise even when the more powerful server is active,
such as when resource intensive tasks are running.
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Resolutions

It is good practice to ensure that all servers have approximately equivalent processing power, RAM
and disk performance. It may be necessary to upgrade the hardware so that servers have roughly the
same performance.

Scheduled Resource Intensive Tasks

Symptoms

Resource-intense scheduled tasks impact performance at certain times.

Causes

System performance may be fine until two or more resource-hungry processes run simultaneously;
or, one process may perform actions, which increase the load on Neverfail Engine by triggering
additional (and sometimes unnecessary) replication traffic. Typical examples might be processes such
as backups, database maintenance tasks, disk defragmentation or scheduled virus scans.

Resolution

As far as possible, it is good practice to schedule such operations so that they do not overlap, and to
schedule them outside regular working hours, when the load imposed on the server by users accessing
the protected application is likely to be smaller.
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Neverfail SCOPE Data Collector Service
Overview

Using Neverfail SCOPE Data Collector Service

Daily Usage
The Neverfail SCOPE Data Collector Service collects configuration and performance data for
pre-implementation analysis, license key generation, and assisting in support of Neverfail Continuity
Engine.
The Neverfail SCOPE Data Collector Service runs as a service that requires no user intervention to
log daily configuration and performance data. There is no need for any day-to-day user interaction
with Neverfail SCOPE Data Collector Service. Log files can be collected and sent to Neverfail Support
for analysis if desired.

Collecting Log Files
The Neverfail SCOPE Data Collector Service can be used both pre and post implementation of Neverfail.

Pre-Implementation

Neverfail SCOPE Data Collector Service maintains a single file which is needed to obtain a
pre-implementation report and to generate a license key. The data file created by Neverfail SCOPE
Data Collector Service may be available as soon as 15 minutes after installing the collector service,
but on systems with many shared files and folders the collection process can take an hour or more. If
you require a full performance report you should wait at least 24 hours before collecting the file and
sending it to Neverfail Support. The file contains the latest configuration data and the most recent 24
hours worth of performance data.

Post-Implementation

To receive configuration or performance analysis you must collect the Candi date for Upl oad
fil es and manually forward to Neverfail Support for analysis and report creation.
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Configuring Neverfail SCOPE Data Collector Service

The SCOPE Configuration Tool

Neverfail strongly recommends contacting Neverfail Support staff to change these settings.

Procedure

To use the SCOPE Configuration Tool, select Start > All
SCOPE Configuration Tool.

The SCOPE Configuration Tool opens in a new window.

The SCOPE Configuration Tool consists of four tabs: General

Programs > Neverfail > SCOPE >

, Connectivity, Data Files and Support.

The features of each tab are described in the associated sections of this document.

Additionally, a link to Neverfail SCOPE Data Collector ServiceOnline Help can be found in the lower

left corner of the window.

Configure the General tab

The General tab features controls for manually configuring IP
(if installed) servers, specifying the active server in the cluster,
The General tab also allows you to start the Neverfail SCOPE
to upload collected Neverfail SCOPE Data Collector Service
from the and to locate the . CAB file for manual uploading.

Procedure

1. Select the General tab.

addressing of the Secondary and Tertiary
and enabling automatic update checking.
Data Collector Service Windows service,
data, to download configuration settings

T

SCOPE Configuration Tool
This tool lets you customize SCOPE Data Collector parameters.

5 General | connectity | =) Data Fies | 53 Suppert |

Local Configuration

t "L Primary Server
-

This machi

Remate Configuration

ne is the active server in the pa

[ Enaible automatic SCOPE Data Collector update checking

[+#] Enable data upload

Start the SCOPE Data Collector Windows service if it is stopped.

Locates the cab data file used for manual upload.

Collect and upload Neverfail data to the scopefip.never falgroup. com site.

Dowrlaads configuration settings from the scopeftp.neverfaigroup. com site,

SCOPE Configuration Tool - V5.3.0.22971 is running

C’_JC) Neverfall

(e | [omt | [ |

Figure 152: SCOPE Configuration Tool - General tab
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Option Description
Start Service Starts the Neverfail SCOPE Data Collector Service Windows service if it is stopped.
Upload

Uploads the current . cab file typically located in the default location:

*  On Windows 2008 installations: C: \ Pr ogr anDat a\
Never f ai | - SCOPE\ Dat a

*  On Windows 2012 installations: C: \ Pr ogr anDat a\
Never f ai | - SCOPE\ Dat a

See expanded description below for more information about this feature.

Download Downloads configuration and Neverfail SCOPE Data Collector Service updates, if available,
from the Neverfail Extranet.
Locate Locates the . cab files for manual upload.

When you click Upload,Neverfail SCOPE Data Collector Service gathers all data. Do not close the
application until it has finished gathering the data. After all data is gathered, Neverfail SCOPE Data
Collector Service uploads it.

2. After making configuration changes, click Save Configuration to save your changes, or click Reset
to restore the default configuration.

Configure the Data Files tab
The Data Files section allows you to configure the file locations for Neverfail SCOPE Data Collector
Service.

Procedure

1. Select the Data Files tab.
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< SCOPE Configuration Tool - V5.3.0.22971 is running -
SCOPE Configuration Tool
This tool lets you customize SCOPE Data Colector parameters. @) Neverﬂj”
(55 ceneral | # Conmnectiity | I DataFles | 53 support |
Data Folder Paths
Candidate Location C: \ProgramData\Neverfal-SCOPE'Data\Candidate For Upload [-]
24Hours data fokisr C:\Programbata everfal-SCOPE\Data)|24 Hour Data [:]
Cutput folder C:ProgramDataiNeverfal-SCOPE\Data\Output Fies [-]
Performance folder C:\ProgramData\Neverfal-SCOPE\Data\Perf El
AMF Fokder :\Program FilesfteverFal-SCOPE\AMF [-]
DoOffice folder C:\ProgramDatalNeverfal-SCOPE'\DatalDoOffice =]
Archives folder C:\ProgramDataiNeverfal-SCOPE\Data\Archives [=]
Logs folder C: ProgramData \everfal-SCOPE\Data\Debug []
@ view online docymentation |‘&$mmcumg:aum I I Reset I | Close |

Figure 153: SCOPE Configuration Tool - Data Files tab

Use the Data Files page to change the location where data files are stored.

2. After making configuration changes, click Save Configuration to save your changes, or click Reset
to restore the default configuration.

Configure the Connectivity tab

The Connectivity tab features controls for scheduling automated uploads of Neverfail SCOPE Data
Collector Service data, downloads of Neverfail SCOPE Data Collector Service configuration data, and
to configure bandwidth measurements.

Procedure

1. Select the Connectivity tab.
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< SCOPE Configuration Tool - V5.3.0.22971 is running -

SCOPE Configuration Tool

This tool lets you customize SCOPE Data Collector parameters. CT) Neverfa | |
B La

55 General .ﬁll'l Connectivity | Data Files | :j Support

Upload SCOPE Data Colector Data
Upload to .mfm.ne'.':r-‘aigrm.m | O every
Upioad time 01:15 AM = ) on day | 1 o of every month

Download configuration settings

Download from -SCWE-“D-HE'-'U-‘O‘DIDLD-WII | ®every |1 : days
Domwriload time 02:15 AM =] Donday 0
Bandwidth measurement
[ Override defauilt [P targets [+ Measure bandwidth to all servers

If arabled (not recommended), SCOPE Data Collector will messure:
Bardwidth to all IP sddresses that ace nct used by Meverfail Engire or
SCOPE Data Collector,

[#] Measure bandwidth while Neverfal Engine is running

1f erabled [not recommended) i measures bandwidth even F Neverfad
Engine is running-

' Save Configuration Resat Cloze

Figure 154: SCOPE Configuration Tool- Connectivity tab

The Upload SCOPE Data Collector Data pane in the Connectivity page provides ways to manually
configure the upload destination address and select a schedule for automated uploads of Neverfail
SCOPE Data Collector Service data. Scheduled uploads can follow a regular schedule of a set
number of days (for example, every 7 days), or on a specified day (for example, on the 15th of the
month). You also specify the time to perform the upload.

The Download configuration settings pane in the Connectivity page provides similar configuration
settings to schedule automated downloads of Neverfail SCOPE Data Collector Service configuration
data.

The Bandwidth measurement pane in the Connectivity page is used to configure bandwidth
measurements. If you need to measure bandwidth using IP addresses other than the ones used
for the Neverfail Channel, select the Override default IP targets check box and add new IP addresses
by typing them into the text box and clicking Add. Remove IP addresses by selecting them from
the list and clicking Delete.

Use the two check boxes on the right side of the Bandwidth measurement pane to measure the
bandwidth between the local server and any other servers on the network running Neverfail SCOPE
Data Collector Service but not running Neverfail Engine, or to measure bandwidth while Neverfail
Engine is running.

By default, Neverfail SCOPE Data Collector Service does not measure bandwidth when Neverfail
Engine is running to avoid overloading the busy Neverfail Channel. You can run Neverfail SCOPE
Data Collector Service while Neverfail Engine is running if you use network connections for Neverfail
SCOPE Data Collector Service that are separate from those used by Neverfail Engine. After
configuring separate network connections for use by Neverfail SCOPE Data Collector Service,
select the Measure bandwidth while Heartbeat is running checkbox.

To measure bandwidth to all servers in the Cluster using the Neverfail Channel, add their IP
addresses and select the Measure bandwidth to all servers checkbox to prevent those IP addresses
from being filtered out by default.
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2.

After making configuration changes, click Save Configuration to save your changes, or click Reset
to restore the default configuration

Configure the Support tab

Use the controls on the Support tab to associate a Support Request number (S.R. number) with a
specific set of Neverfail SCOPE Data Collector Service data, to control how this data is stored, and
to select the logging level.

Procedure

1.

Select the Support tab.

L] SCOPE Configuration Tool - ¥5.3.0.22971 is running -
SCOPE Configuration Tool
This tol lets you customize SCOPE Data Collector parameters. ({‘f?’) Neverfail
[ 55 Gentral | @ connectivity | ] DataFies | 57 Support |
Log Collector
E Collect the logs on the follewing targets: [ Bpcoectiogs |

®) Collect only the local logs
1) Collect the logs from the remote server too
E.g. 1102

9 Upload the collected logs on the SR page with number: [ 17|

Commands Legging Level
H Archive Archive existing SCOPE Data Collector data. Select logging level
Remave temporary files created during data collection. NORMAL w
@ view griine documentation I 4y save Configuration l I Reset l | Close

Figure 155: Neverfail SCOPE ConfigurationTool - Support tab

In the Log Collector pane of the Support page, type the SR (Support Request) number into the
Upload the collected logs on the SR page with number: text box, then click Open SR Upload Page.
The collected Neverfail SCOPE Data Collector Service data is uploaded to the SR.

Note: This action requires the server to have internet access, as the http://www.neverfailgroup.com
page is opened to facilitate the upload.

Click Collect Logs to re-gather the Neverfail SCOPE Data Collector Service logs manually upon
command. After re-gathering the logs, the Locate Collected Logs button becomes active and
when clicked, automatically navigates to the location of the . CAB file.

In the Commands pane, click Archive to archive the existing Neverfail SCOPE Data Collector
Service data, and click Clean Up to remove temporary files created during data collection.

In the Logging Level pane, select a logging level (DEBUG or NORMAL) from the drop-down list.

After making configuration changes, click Save Configuration to save your changes, or click Reset
to restore the default configuration
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Automatic Configuration

If Enable automatic SCOPE Data Collector update checking is selected on the General page, the
service connects at the intervals specified and to the address specified in the Download configuration
settings pane of the Connectivity page and downloads a gl obal . cf g file (if available), which contains
overrides for the default parameters. The values in the gl obal . cf g file are stored in the registry and
will override the existing local values.

The service then looks for the <machi nel D>. cf g file, where <machi nel D> is the globally unique
ID (GUID) of the server, which was set when the machine first ran Neverfail SCOPE Data Collector
Service. If the file is found, then the values in <nachi nel D>. cf g file are stored in the registry and
will override any existing values.

When Enable automatic SCOPE Data Collector update checking is selected, any manual configuration
changes made using the local SCOPE Configuration Tool will be overridden by the gl obal . cfg
and/or <machi nel D>. cf g files. If you prefer to use a customized manual configuration instead of
accepting automatic configuration, use the methods described below in Manual Configuration.

Manual Configuration
Neverfail SCOPE Data Collector Service can be configured manually to adjust the Neverfail SCOPE
Data Collector Service parameters using the procedures below.

Procedure

» If the server has no Internet access, use the SCOPE Configuration Tool to set the required
parameters.

« If the server has Internet access and you do not wish to use the global settings, create a
machine-specific . CFGfile using the SCOPE Configuration page on the Neverfail Extranet, or
clear the Enable automatic SCOPE Data Collector update checking check box on the General
page of the SCOPE Configuration Tool.

Neverfail SCOPE Data Collector Service Parameters
The Neverfail SCOPE Data Collector Service uses values stored in the registry to control its operational
parameters.

These values can be adjusted by using the SCOPE Configuration Tool and/or through automatic
configuration. It is important to understand these parameters and the interaction between the SCOPE
Configuration Tool and the automatic configuration feature.

Note: The parameters on the following pages are designed to work with the online analyzer. Always
consult Neverfail Support before adjusting.

Table 5: Neverfail SCOPE Data Collector Service Parameters

Parameter Name Default Value Description

AdditionalFilesForUpload Additional files to be added to the auto-uploaded
. CABile.

Current Version Neverfail SCOPE Data Collector Service version

ForcedTimeStampStart Timestamp data gathering started

ForcedTimeStampStop Timestamp data gathering stopped
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Neverfail SCOPE Data Collector Service Overview

Default Value

Description

Gathering Percent 0x00000064(100) Percent of data gathered

Last File ID The ID of the last generated . Cab file
Last Job Status StoreData Last job done

Last Upgrade never Last Neverfail SCOPE Data Collector Service

autoupgrade timestamp

LastForcedFilename

Last Neverfail SCOPE Data Collector Service data file

- used by log collector

24 Hour Data Location

C:\ProgramData\Neverfail-SCOPE\Data\24 Hour Data

The 24 Hour Data file location

Amf Folder

C:\Program Files\Neverfal\SCOPE\AMF

AMF plug-ins location

Archives Folder

C:\ProgramData\Neverfail-SCOPE\Data\Archives

The archives location

Bin Folder

C:\Program Files\Neverfail\SCOPE

Location of Neverfail SCOPE Data Collector Service

binaries

Candidate Location

C:\ProgramData\Neverfail-SCOPE\Data\Candidate
For Upload

Location of the file to be uploaded

DB Root Path

C:\Document and Settings\All
Users\ApplicationData\Neverfail-SCOPE\Data\WebServiceDB

The location where Neverfail SCOPE Data Collector
Service stores data

DoOffice Location

C:\ProgramData\Neverfail-SCOPE\Data\DoOffice

The DoOffice measurement location

Log Dir

C:\ProgramData\Neverfail-SCOPE\Data\Debug

The logs directory

Output File Path

C:\ProgramData\Neverfail-SCOPE\Data\OutputFiles

The midnight files location

Performance Output Path

C:\ProgramData\Neverfail-SCOPE\Data\Perf

The performance and history files location

Root Folder C:\ProgramData\Neverfail-SCOPE\Data The root folder of all the data subfolders

Auto Logs Cleanup (Days) 90 Timeout for log files

Bandwidth IPs Selected bandwidth IP addresses

ManagedMemoryThreshold (MB) 1024 Management threshold in MB - if reached, Neverfail
SCOPE Data Collector Service service is restarted

PrivateMemoryThreshold(MB) 1024 Management threshold in MB - if reached, Neverfail
SCOPE Data Collector Service service is restarted

Proxy Encrypted Method PlainText How the proxy credentials should be encrypted

Proxy Password Password used for the proxy server

Proxy Server The proxy servers IP address

Proxy UserName Username used for the proxy server

Reference GMT 0 Used to generate random upload time

Time window 5 Used by upload time randomization to randomly select
a time in GMT+0 from 24:00 to 05:00 (Windows time
value)

Active Server True Server Role

AMF Periodic Rules (Minutes) 15 Used to trigger AMF tasks
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Parameter Name

Default Value

Description

Config Frequency (Hours) 24 Static data gathering

Config Time Set to an hour when the static data should be gathered

Download Frequency 01,00 The frequency at which updates will be downloaded
(See note below)

Download Time 02:25 The time at which updates will be downloaded in a 24

Hour format

Download URL

scopeftp.neverfailgroup.com

The URL where program up

Identity PrimaryServer Neverfail SCOPE Data Collector Service’s Identity
Max Walk Time (Minutes) 60 Timeout for parsing the file system - Shares
ModelType True The type of Cluster (pair or trio)

Performance Interval (Minutes) 15 The frequency for collecting performance data (5, 10,

15, 30)

Primary’s IP

<IP_address_of_primary_server>

The IP address of the Primary server (blank on the
Primary server)

Secondary’s IP

<IP_address_of_secondary_server>

The IP address of the Secondary server (blank on the
Secondary server)

Socket Bandwidth Port 61000 The port on which the service will listen for connections
from remote management utilities [this can be
customized if needed]

Socket Forward Port 62000 The port used to send and receive remote data

Tertiary's IP

<IP_address_of_tertiary_server>

The IP address of the Tertiary server (blank on the
Tertiary server)

Upload Frequency 07,00 The frequency which data will be uploaded at (See
note below)

Upload Time 01:20 Scheduled time of upload

Upload URL scopeftp.neverfailgroup.com The URL of the FTP server to upload data to

AMFDisablelnfoLogging True Disable AMF message logging from Neverfail SCOPE
Data Collector Service

AMFJobDisable False Disable the AMF from Neverfail SCOPE Data Collector
Service

Auto Update Enabled 1 Enable updating of local configuration and binaries

Auto Upload Enabled 1 Enable automatic upload of data

CheckForSplitBrain True Checks if two Neverfail servers in a Cluster are both
active

CheckMemoryConsumption True Checks memory consumption and if they exceed the
threshold, Neverfail SCOPE Data Collector Service
service is restarted

EnableFtpSSL False Send ftp data using secured sockets (SSL)

EnableManagementServices False Operates as a management server for SLM
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Parameter Name Default Value Description

EnableOutputCompressing True Compress the midnight files that are older than 1 month
toa<nmont hNane> <year >. cab file

EnableServerDataHistory False Keep the remote servers data in case one goes down
for 1 day and append it to the Neverfail SCOPE Data
Collector Service data file

LimitEventsTo24h False Limit events to 24 hours

Randomized 1 Randomize upload time/download time

Remote Management Enabled 1 Enable remote management

Upgrade On Server Activation 1 Perform Neverfail SCOPE Data Collector Service

configuration and binaries auto-update in case the

server becomes active

Veto HB Settings Constraint 0 Disregard the ‘Heartbeat must be stopped to measure
bandwidth’ constraint

Veto SCOPE Bandwidth All False Measure bandwidth to all given IP addresses

Veto SCOPE Bandwidth IPs 0 Measure bandwidth only to IPs from the same Cluster
(set in Neverfail Engine and Neverfail SCOPE Data
Collector Service)

Note: The performance frequency is currently locked to 900 seconds (15 minutes) in order to maintain
compatibility with the analyzer. Changes to this value will be ignored.

The upload and download frequencies are specified as two pairs of digits separated by a comma.
Such as 01,00 or 00,08. The first pair designates a period in number of days between
uploads/downloads, the second pair specifies the day of the month on which uploads/downloads
should take place. Only one of these pairs of digits should be specified and the other must be 00. For
example, 07,00 means every 7 days, 00,07 would mean on the 7th of every month.

Configure Bandwidth Measurement
Neverfail SCOPE Data Collector Service can measure the bandwidth between servers in the cluster
but must be configured prior to initiating the measurement.

Prerequisites

To calculate the bandwidth available between two servers, you must install Neverfail SCOPE Data
Collector Service on both servers.

Procedure

1. Configure one server as the Primary server and the other as the Secondary server.

2. Connect the two network cards to one another in the same way you propose to configure the
dedicated channel link between your Neverfail server pair. This connection may be a dedicated
crossover cable, or it may be set up over a LAN or WAN.

3. Configure the two network cards with appropriate static IP addresses to allow network traffic between
them. You should test the link before running Neverfail SCOPE Data Collector Service.

4. On the Primary server, configure the correct IP address for the Secondary server, and on the
Secondary server, configure the correct IP address for the Primary server.

Neverfail 171



Administrator's Guide

On the Primary server:

5. Startthe SCOPE Configuration Tool application by navigating to Start > All Programs > Neverfail
> SCOPE > SCOPE Configuration Tool .

6. Select the General tab.

7. Set the server role to active by selecting the This machine is the active server in the pair check
box.

8. Enter the IP Address of the Secondary server in the Remote Configuration pane.

9. Save and exit the SCOPE Configuration Tool.
On the Remote (Secondary) server:

10. Start the SCOPE Configuration Tool application by navigating to Start > All Programs > Neverfail
> SCOPE > SCOPE Configuration Tool .

11. Select the General tab.

12. Select the Secondary server role by clearing (un-checking) the This machine is the active server
in the pair check box.

13. Save and exit the SCOPE Configuration Tool.

Neverfail SCOPE Data Collector Service Network Ports

The Neverfail SCOPE Data Collector Service service uses the network ports listed in the following
table. For full operation of Neverfail SCOPE Data Collector Service, these ports must be opened on
any firewalls.

Table 6: Network Ports Used by Neverfail SCOPE Data Collector Service

Ports Default Use

62000 Inter-process communications between the Primary and Secondary servers and remote
management. This port is customizable.

61000 Bandwidth calculations between the Primary and Secondary servers. This port is customizable.

Daylight Savings Time
Neverfail SCOPE Data Collector Service does not use an internal time but instead uses the server's
clock to operate.

Since Neverfail SCOPE Data Collector Service uses the server's clock, manually adjusting the server
time may result in longer or shorter periods between data capture.

For example, if Neverfail SCOPE Data Collector Service is configured to gather
data at 17:15, but an administrator or automated process resets the server’s clock
at 17:02 to 16:02 (-1 hour), Neverfail SCOPE Data Collector Service still gathers
the data at 17:15 by the server’s clock. In the performance data, the timestamp will
contain 17:15 resulting in 25 hours worth of data.

Neverfail SCOPE Analysis Reports

Neverfail SCOPE Reports
The Neverfail SCOPE Report provides the results of a detailed interrogation of the server environment.
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Neverfail SCOPE Analysis Report

As stated previously, Neverfail SCOPE is a combination of both software and process, designed to
ensure a stable server environment and a successful Neverfail Engine implementation. The information
collected must be uploaded to the Neverfail Extranet for analysis. If Neverfail SCOPE is configured
for automatic upload, this task is accomplished automatically and requires no user input. If Neverfail
SCOPE is not configured for automatic upload, you must upload the collected information manually.

Once uploaded, the raw data file is immediately analyzed and a Neverfail SCOPE Report is available
for viewing using a standard web browser.

The Neverfail SCOPE Report provides information about:

* Windows version, including Service Packs and Hotfixes
* System memory (RAM)

» Disk size, type, partition structure, and available space
* Shared folders

* Windows services

» Third-party application services

» Optional available bandwidth measurement and replication bandwidth estimate if Neverfail SCOPE
runs for at least 24 hours

» A detailed performance report
* Recommended changes (in red)

Note: The required bandwidth estimate is based upon an actual network measurement using server
disk activity. You can use the estimate as a guide to determine bandwidth requirements for the
dedicated Neverfail Channel link between servers.

The Neverfail SCOPE Analysis Report provides an overview of the analyzed criteria and identifies any
areas of the current environment that are likely to pose problems when implementing Neverfail Engine.
Problems that must be resolved before installing Neverfail Engine are highlighted in red for easy
identification. This report should be reviewed in its entirety to ensure that the current server environment
is adequate for a successful Neverfail Engine installation.
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Figure 156: SCOPE Analysis Report

Neverfail SCOPE Graphs

The Neverfail SCOPE Analysis Report provides an overview of the analyzed criteria and identifies any
areas of the current environment that are likely to pose problems when implementing Neverfail Engine.
Problems that must be resolved before installing Neverfail Engine are highlighted in red for easy
identification. This report should be reviewed in its entirety to ensure that the current server environment
is adequate for a successful Neverfail Engine installation.
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Figure 157: Neverfail SCOPE Graphs

Neverfail SCOPE Performance Counters
The Neverfail SCOPE Performance Counter graph provides for selection of a variety of counters and
permits comparison between servers. Placing the cursor over a data point displays the exact value of
the counter.
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Active

The functional state or role of a server when it is visible
to clients through the network, running protected
applications, and servicing client requests.

Active Directory (AD)

Presents applications with a single, simplified set of
interfaces so users can locate and use directory
resources from a variety of networks while bypassing
differences between proprietary services. Neverfail
Engine switchovers and failovers require no changes to
AD resulting in switchover/failover times typically
measured in seconds.

Active—Passive

The coupling of two servers with one server visible to
clients on a network and providing application service
while the other server is not visible and not providing

application service to clients.

Advanced Configuration and Power
Interface (ACPI)

A specification that dictates how the operating system
can interact with the hardware especially where power
saving schemes are used. The Primary, Secondary, and
Tertiary servers must have identical ACPI compliance.

Alert

A natification provided by Neverfail Engine sent to a user
or entered into the system log indicating an exceeded
threshold.

Asynchronous

A process whereby replicated data is applied (written) to
the passive server independently of the active server.

Neverfail

Basic Input/Output System (BIOS)

The program a personal computer's microprocessor uses
to get the computer system started after you turn it on.
It also manages data flow between the computer's
operating system and attached devices such as the hard
disk, video adapter, keyboard, mouse, and printer.

Cached Credentials

Locally stored security access credentials used to log
into a computer system when a Domain Controller is not
available.

Channel Drop

An event in which the dedicated communications link
between servers fails, often resulting in the passive server
becoming active and consequently creating a split-brain
syndrome.

Channel NIC (Network Interface Card)

A dedicated NIC used by the Neverfail Channel.

Checked

The status reported for user account credential
(username/password) validation.

Cloned Servers

Servers that have identical configuration settings, names,
applications, Security Identifiers (SIDs) and IP addresses,
following the installation of Neverfail Engine.
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Cloning Process

The Neverfail Continuity Engine process whereby all
installed programs, configuration settings, and the
machine name, Security Identifier (SID), and IP
addresses are copied to another server.

Cluster

A generic term for a Neverfail Engine Pair or Trio and
the set of machines (physical or virtual) involved in
supporting a single protected server. A Neverfail Engine
Cluster can include the machines used in a VMware or
Microsoft cluster.

Connection

Also referred to as Cluster Connection. Allows the Engine
Management Service to communicate with a Neverfail
Engine Cluster, either on the same machine or remotely.

Crossover Cable

A network cable that crosses the transmit and receive
lines.

Data Replication

The transmission of protected data changes (files and
registry) from the active to the passive server via the
Neverfail Channel.

Data Rollback Module

A Neverfail Continuity Engine module that allows
administrators to rollback the entire state of a protected
application, including files and registry settings, to an
earlier point-in-time. Typically used after some form of
data loss or corruption.

Degraded

The status reported for an application or service that has
experienced an issue that triggered a Rule.
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Device Driver

A program that controls a hardware device and links it
to the operating system.

Disaster Recovery (DR)

Aterm indicating how you maintain and recover data with
Neverfail Engine in event of a disaster such as a
hurricane or fire. DR protection can be achieved by
placing the Secondary server at an offsite facility, and
replicating the data through a WAN link.

DNS (Domain Name System) Server

Provides a centralized resource for clients to resolve
NetBIOS names to IP addresses.

Domain

Alogical grouping of client server based machines where
the administration of rights across the network are
maintained in a centralized resource called a domain
controller.

Domain Controller (DC)

The server responsible for maintaining privileges to
domain resources; sometimes called AD controller in
Windows 2003 and above domains.

Dualed

A way to provide higher reliability by dedicating more
than one NIC for the Neverfail Channel on each server.

Failover

Failover is the process by which the passive server
assumes the active role when it no longer detects that
the active server is alive as a result of a critical
unexpected outage or crash of a server.
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Full System Check (FSC)

The internal process automatically started at the initial
connection or manually triggered through the Manage
Server GUI to perform verification on the files and registry
keys and then synchronize the differences.

Fully Qualified Domain Name (FQDN)

Also known as an absolute domain name, a FQDN
specifies its exact location in the tree hierarchy of the
Domain Name System (DNS). It specifies all domain
levels, including the top-level domain, relative to the root
domain. Example: somehost.example.com., where the
trailing dot indicates the root domain.

Global Catalog

A global catalog is a domain controller that stores a copy
of all Active Directory objects in a forest. The global
catalog stores a full copy of all objects in the directory
for its host domain and a partial copy of all objects for all
other domains in the forest.

Graceful (Clean) Shutdown

A shutdown of Neverfail Engine based upon completion
of replication by use of the Engine Management Service,
resulting in no data loss.

Group

An arbitrary collection of Neverfail Engine Clusters used
for organization.

Hardware Agnostic

A key Neverfail Continuity Engine feature allowing for
the use of servers with different manufacturers, models,
and processing power in a single Neverfail Engine
Cluster.
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Heartbeat

The packet of information issued by the passive server
across the channel, which the active server responds to
indicating its presence.

High Availability (HA)

Keeping users seamlessly connected to their applications
regardless of the nature of a failure. LAN environments
are ideally suited for HA.

Hotfix

A single, cumulative package that includes one or more
files that are used to address a problem in a product.

Identity

The position of a given server in the Neverfail Continuity
Engine Cluster: Primary, Secondary, or Tertiary.

Install Clone

The installation technique used by Neverfail Continuity
Engine to create a replica of the Primary server using
NTBackup or Wbhadmin and to restore the replica to the
Secondary and/or Tertiary servers.

Low Bandwidth Module (LBM)

A Neverfail Continuity Engine module that compresses
and optimizes data replicated between servers over a
WAN connection. This delivers maximum data throughput
and improves application response time on congested
WAN links.

Machine Name

The Windows or NETBIOS name of a computer.

179



Administrator's Guide

Management IP Address

An additionally assigned unfiltered IP address in a
different subnet than the Public or Neverfail Channel IP
addresses used for server management purposes only.

Many-to-One

The ability of one physical server (hosting more than one
virtual server) to protect multiple physical servers.

Network Monitoring

Monitoring the ability of the active server to communicate
with the rest of the network by polling defined nodes
across the network at regular intervals.

Neverfail Channel

The IP communications link used by the Neverfail system
for the heartbeat and replication traffic.

Neverfail Continuity Engine

The core replication and system monitoring component
of the Neverfail solution.

Neverfail Engine Packet Filter

The network component, installed on all servers, that
controls network visibility.

Neverfail Extranet

The Neverfail web site dedicated to supporting partners
and customers by providing technical information,
software updates, and license key generation.

Neverfail License Key

The key obtained from the Neverfail extranet that allows
the use of components in the Neverfail suite; entered via
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the License wizard of the Engine Management Service
User Interface, or through the Configure Server Wizard.

Neverfail Pair

Describes the coupling of the Primary and Secondary
server in a Neverfail solution.

Neverfail Plug-ins

Optional modules installed into a Neverfail Continuity
Engine server to provide additional protection for specific
applications.

Neverfail SCOPE

The umbrella name for the Neverfail process and tools
used to verify the production servers health and suitability
for the implementation of a Neverfail solution.

Neverfail SCOPE Report

A report provided upon the completion of the Neverfail
SCOPE process that provides information about the
server, system environment, and bandwidth.

Neverfail Switchover/Failover Process

A process unique to Neverfail in which the passive server
gracefully (switchover) or unexpectedly (failover)
assumes the role of the active server providing
application services to connected clients.

Pair

See Neverfail Continuity Engine Pair above.

Passive

The functional state or role of a server when it is not
delivering service to clients and is hidden from the rest
of the network.

Neverfail



Pathping

A route-tracing tool that works by sending packets to
each router on the way to a final destination and displays
the results of each hop.

Plug-and-Play (PnP)

A standard for peripheral expansion on a PC. On starting
the computer, PnP automatically configures the
necessary IRQ, DMA and I/O address settings for the
attached peripheral devices.

Plug-in

An application specific module that adds Neverfail
Continuity Engine protection for the specific application.

Pre-Clone

An installation technique whereby the user creates an
exact replica of the Primary server using VMware vCenter
Converter or other 3rd party utility prior to the initiation
of installation and uses the replica as a Secondary and
or Tertiary server.

Pre-Installation Checks

A set of system and environmental checks performed as
a prerequisite to the installation of Neverfail Engine.

Primary

An identity assigned to a server during the Neverfail
Engine installation process that normally does not change
during the life of the server and usually represents the
production server prior to installation of Neverfail Engine.

Protected Application

An application protected by the Neverfail Continuity
Engine solution.

Neverfail
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Public IP Address

An |IP address used by clients to contact the server
through drive mappings, UNC paths, DNS resolved paths,
etc. to gain access to the server's services and resources.

Public Network

The network used by clients to connect to server
applications protected by Neverfail Continuity Engine.

Public NIC

The network card which hosts the Public IP address.

Quality of Service (QoS)

An effort to provide different prioritization levels for
different types of traffic over a network. For example,
Neverfail Engine data replication may have a higher
priority than ICMP traffic, as the consequences of
interrupting data replication are more obvious than
slowing down ICMP traffic.

Receive Queue

The staging area on a passive server used to store
changes received from another server in the replication
chain before they are applied to the disk/registry on the
passive server.

Remote Desktop Protocol (RDP)

A multi-channel protocol that allows a user to connect to
a computer running Microsoft Terminal Services.

Replication

The generic term given to the process of intercepting
changes to data files and registry keys on the active
server, transporting the changed data across the channel,
and applying them to the passive server(s) so the servers
are maintained in a synchronized state.
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Role

The functional state of a server in the Neverfail Continuity
Engine Cluster: active or passive.

Rule

A set of actions performed by Neverfail Continuity Engine
when defined conditions are met.

Secondary

An identity assigned to a server during the Neverfail
Engine installation process that normally does not change
during the life of the server and usually represents the
standby server prior to installation of Neverfail Engine.

Security ldentifier (SID)

A unique alphanumeric character string that identifies
each operating system and each user in a network of
Windows 2008/2012 systems.

Send Queue

The staging area of the active server used to store
intercepted data changes before being transported across
Neverfail Channel to a passive server in the replication
chain.

Server Monitoring

Monitoring of the active server by the passive server,
using a heartbeat message, to ensure that the active
server is functional.

Shared Nothing
A key feature of Neverfail Continuity Engine in which no

hardware is shared between the Primary or Secondary
servers. This prevents a single point of failure.
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SMTP

A TCP/IP protocol used in sending and receiving e-mail
between servers.

SNMP

Simple Network Management Protocol (SNMP) is an
Internet-standard protocol for managing devices on IP
networks.

Split-Brain Avoidance

A unique feature of Neverfail Continuity Engine that
prevents a scenario in which Primary and Secondary
servers attempt to become active at the same time
leading to an active-active rather than an active-passive
model.

Split-Brain Syndrome

A situation in which more than one server in a Neverfail
Engine Cluster are operating in the active mode and
attempting to service clients, resulting in the independent
application of different data updates to each server.

Storage Area Network (SAN)

A high-speed special-purpose network or (subnetwork)
that interconnects different kinds of data storage devices
with associated data servers on behalf of a larger network
of users.

Subnet

Division of a network into an interconnected but
independent segment or domain, intended to improve
performance and security.

Switchover

The graceful transfer of control and application service
to the passive server.
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Synchronize

The internal process of transporting 64KB blocks of
changed files or registry key data, through the Neverfail
Channel, from the active server to the passive server to
ensure the data on the passive server is a mirror image
of the protected data on the active server.

System Center Operations Manager
(SCOM)

System Center Operations Manager is a cross-platform
data center management server for operating systems
and hypervisors.

System State

Data that comprises the registry, COM+ Class
Registration database, files under Windows File
Protection, and system boot file; other data may be
included in the system state data.

Task

An action performed by Neverfail Engine when defined
conditions are met.

Tertiary

An identity assigned to a server during the Neverfail
Continuity Engine installation process that normally does
not change during the life of the server and usually
represents the disaster recovery server prior to
installation of Neverfail Continuity Engine.

Time-To-Live (TTL)
The length of time that a locally cached DNS resolution

is valid. The DNS server must be re-queried after the
TTL expires.
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Traceroute

A utility that records the route through the Internet
between your computer and a specified destination
computer.

Trio

A Neverfail cluster comprising three servers, a Primary,
Secondary and Tertiary, in order to provide High
Availability and Disaster Recovery.

Ungraceful (Unclean) Shutdown

A shutdown of Neverfail Engine resulting from a critical
failure or by shutting down Windows without first
performing a proper shutdown of Neverfail Engine,
resulting in possible data loss.

Unprotected Application

An application that is not monitored nor its data replicated
by Neverfail Continuity Engine.

Virtual Private Network (VPN)

A private data network that makes use of the public
telecommunication infrastructure, maintaining privacy
through the use of a tunneling protocol and security
procedures.

Windows Management Instrumentation
(WMI)

A management technology allowing scripts to monitor
and control managed resources throughout the network.
Resources include hard drives, file systems, operating
system settings, processes, services, shares, registry
settings, networking components, event logs, users,
clusters, and groups.
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